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Abstract

In this paper, we argue that the original self-adaptation mechanism of the Evo-
lution Strategies is useful by itself to handle constraints in global optimization.
We show how using just three simple comparison criteria the simple Evolution
Strategy can be led to the feasible region of the search space and find the global
optimum solution (or a very good approximation of it). Different Evolution Strate-
giesincluding (u+1)—ES and (u T A\)— E'S with or without correlated mutation
were implemented. Such approaches have been tested using the well-known test
suit of Michalewicz and Schnoenauer and four engineering problems. The results
are discussed and some conclusions are drawn.

1 Introduction

Evolution Strategies (ES) have been widely used to solve global optimization problems
[32,17,16,11,24,15,9,7,5, 1, 2, 3]. Moreover, there is a theoretical background that
supports ES convergence [30, 6, 12, 8]. However, as other Evolutionary Algorithms

(Evolutionary Programming and Genetic Algorithms), ES lack an explicit mechanism

to deal with constrained search spaces. The recombination and mutation operators
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cannot distinguish between feasible and infeasible solutions. Therefore, several ap-
proaches have been suggested in the literature to allow Evolutionary Algorithms (EAS)
to deal with constrained problems [13].

The most common approach adopted to deal with constrained search spaces is the
use of penalty functions. When using a penalty function, the amount of constraint
violation is used to punish or “penalize” an infeasible solution so that feasible solutions
are favored by the selection process. Despite the popularity of penalty functions, they
have several drawbacks from which the main one is that they require a careful fine
tuning of the penalty factors that accurately estimates the degree of penalization to be
applied as to approach efficiently the feasible region [33, 13].

There are also studies about using multiobjective concepts to handle constraints in
EAs [22]. These approaches find or approximate the optimal solution with less fitness
function evaluations than other competitive approaches like the Homomorphous Maps
of Koziel and Michalewicz [21].

Two of the most recent techniques to handle constraints in EAs found in the lit-
erature, the Stochastic Ranking by Runarsson & Yao [28] and the Adaptive Segrega-
tional Contraint Handling Evolutionary Algorithm (ASCHEA) by Hamida & Schoe-
nauer [18, 19] are both based on an ES. The quality and consistency of the reported re-
sults of both approaches are very good. This suggests that ES’s original self-adaptation
mechanism might help the EA to deal with constrained search spaces. Thus, we de-
cided to compare three different types of ES ((p + 1), ( + A) and (u, A)) using just
three simple comparison criteria to solve the well-known benchmark for global non-
linear optimization proposed by Michalewicz and Schoenauer [23] and extended by
Runarsson & Yao [28]. We also analyze the uselfulness of the correlated mutation in
population-based ES.

This paper is organized as follows: In Section 2 we briefly describe the main con-
cepts of ES. In Section 3, we provide an explanation of the simple constraint handling
approach adopted in this work. After that, in Section 4, we present the results obtained
of our experiments. The discussion of such results is on Section 5. Finally, in Section 6
we provide our conclusions and some possible paths of future research.

2 Evolution Strategies

ES were proposed by Bienert, Rechenberg and Schwefel. They used them to solve
hydrodynamical problems [26, 31]. The first ES version was the (1 + 1)-ES which
uses just one individual that is mutated using a normal distributed random number with
mean zero and an identical standard deviation for each decision variable. The best
solution between the parent and the offspring is chosen and the other one is eliminated.
Rechenberg derived a convergence rate theory and proposed a rule for changing the
standard deviation of mutations called the “1/5-success rule” [27].

The first multimembered ES was the (u + 1)-ES, which was designed by Rechen-
berg and is described in detail in [8]. In this approach, u parent solutions recombine to
generate one offspring. This solution is also mutated and, if it is better, it will replace
the worst parent solution. Note however that the (x+ 1)-ES has not been too popular in
the literature. However, it provided the transition to the state-of-the-art multimembered



ES.

The (14 A)-ES and the (i, A)-ES were proposed by Schwefel [29]. In the first one,
the best g individuals out of the union of the y original parents and their A offspring
will survive for the next generation. On the other hand, in the (u, A)-ES the best p will
only be selected from the A offspring.

The (u + X\)-ES uses an implicit elitist mechanism and solutions can survive more
than one generation. Meanwhile, in the (u, A)-ES solutions only survive one genera-
tion. Instead of the “1/5-success rule”, each individual includes a standard deviation
value for each decision variable. Moreover, for each combination of two standard devi-
ation values, a rotation angle is included. These angles are used to perform a correlated
mutation. This mutation allows each individual to look for a search direction. The
standard deviations and the angles of each individual are called strategy parameters.
They are also recombined and mutated. A (u + A)-ES or (u, A)-ES individual can be
seen as follows: a(i)(&,, 0), where i is the number of individual in the population,
# € R™ is a vector of n decision variables,  is a vector of n standard deviations and 6
is a vector of n(n — 1) /2 rotation angles where §; € [—m, 7] .

There are two types of recombination: sexual (two individuals) and panmictic
(more than two solutions). There is a variety of recombinations forms for both types:
discrete, intermediate and generalized [6].

The mutation operator works on the decision variables and also on the strategy
parameters. The mutation is calculated in the following way:

o; = 0;-exp(r’ - N(0,1) + 7 - N;(0,1)) @
6, =6+ 8- N;(0,1) @)
# =7+ N(@,0(,0) @)

where 7 and 7' are interpreted as “learning rates” and are defined by Schwefel [6]
as: 7= (y/2y/n)"tand 7' = (v/2n)~! and 8 ~ 0.0873.

Some authors use correlated mutation, whereas others prefer to use a non-correlated
mutation. In this way, the computational effort and the memory space used by each
individual gets lower.

If a non-correlated mutation is used, the mutation expressions are:

Uzl' =0 eg;p(T' . N(O, 1) +7- Ni(07 1)) (4)

z; = z; + 07 Ni(0,1) ()
The general ES algorithm is detailed in figure 1.

3 Constraint-Handling Approach

As it was discussed in Section 1, we argue that the natural self-adaptation mechanism
of the ES is useful to bias a evolutionary search through a constrained space. In this
way, just three comparison criteria are used to select the best individuals from one
generation:



Begin
t=0
Create p random solutions for the initial population.
Evaluate all « individuals
Assign a fitness value to all g individuals
For t=1 to MAX_GENERATIONS Do
Produce X offspring by recombination of the u parents
Mutate each child
Evaluate all X offspring
Assign a fitness value to all X individuals
If Selection = “+” Then
Select the best y individuals from the u + A individuals
Else
Select the best g individuals from the X individuals
End If
End For
End

Figure 1: ES general algorithm

o Between 2 feasible solutions, the one with the higher fitness value is preferred.

o |f one solution is feasible and the other one is infeasible, the feasible one is
preferred.

o If both solutions are infeasible, the one with the lowest sum of constraint viola-
tion is preferred.

4 Experimentsand Results

To evaluate the performance of the techniques selected, we decided to use the well-
known benchmark proposed in [23] plus four engineering design problems used in [14].
The full description of the seventeen test functions is the following:

1. Problem 1: (g01):
Minimize:

4 4 13
F@ =5 zi—5 - = (6)
i=1 =1 =5

=

subject to:



91(%) = 2x1+2x2+T10+211 —10<0

92(%) = 2x1+2x3+ 310+ 212 —10<0

93(%) = 2x2+2x3+ 10+ 212 —10<0

94(%) = —8x1+210<0

g5(F) = —8xy+211 <0

96(%) = —8x3+x12 <0

97(f) = —2m4—z5+210<0

gg(f) = 2z —x7+x11 <0

99(%) = —2w3—w9+212<0 @)

where0 < z; < 1(i=1,...,9)0 < z; < 100 (i = 10,11,12) and 0 <
z13 < 1. The global optimum is at z* = (1,1,1,1,1,1,1,1,1, 3, 3,3, 1) where
f(z*) = —15. Constraints g1, g, g3, g4, g5 and ge are active.

. Problem 2: (g02):

Maximize:
f(f) _ E?:l COS4 (xl) =2 H?:l C052 (wi) (8)

- \% E?:l iz;
subject to:

a@ = 075-][=i<0

i=1
9:(F) = Y wi—T5n <0 9
i=1

wheren = 20and 0 < z; < 10 (4 = 1,...,n). The global maximum is
unknown; the best reported solution is [28] f(z*) = 0.803619. Constraint g; is
close to being active (g; = —10738).

. Problem 3: (g03):

Maximize: .
@) = (vn)" [] = (10)
=1
subject to:
hE = Y ai-1=0 (11)
i=1
wheren = 10and 0 < z; < 1 (¢ = 1,...,n). The global maximum is at

zf=1/y/n(i=1,...,n) where f(z*) = 1.



4. Problem 4: (g04):
Minimize:

f(&) = 5.357854722 + 0.8356891z 175 + 37.293239z1 — 40792.141  (12)

subject to:

91(¥) = 85.334407 + 0.0056858z2x5 + 0.0006262x;z4 — 0.0022053z325 — 92 < 0
92(%) = —85.334407 — 0.0056858z x5 — 0.0006262x1x4 + 0.0022053z325 < 0
g3(¥) = 80.51249 + 0.00713172925 + 0.0029955z 125 + 0.0021813z3 — 110 < 0
g4(F) = —80.51249 — 0.0071317z9x5 — 0.0029955z1 25 — 0.0021813x3 + 90 < 0
95(Z) = 9.300961 + 0.0047026z3x5 + 0.0012547z123 + 0.0019085z324 — 25 < 0
96(Z) = —9.300961 — 0.0047026z32x5 — 0.0012547x123 — 0.0019085z324 + 20 < 0

(13)

where: 78 < z; < 102, 33 < 25 < 45,27 < z; < 45 (i = 3,4, 5). The opti-

mum solution is z* = (78, 33, 29.995256025682, 45, 36.775812905788) where
f(z*) = —30665.539. Constraints g; Yy ge are active.

5. Problem 5: (g5)

Minimize:

f(&) =3z + 0.00000133? + 2x9 + (0.000002/3):1:3 (14)
subject to:
gl(.’l]_") = —x4+23—0.55<0
92(f) = —x3+24—055<0
h3(Z) = 1000sin(—z3 — 0.25) + 1000 sin(—z4 — 0.25) + 894.8 —z; =0
ha(Z) = 1000sin(—zs — 0.25) + 1000 sin(x3 — x4 — 0.25) + 894.8 —z2 = 0
hs(Z) = 1000sin(—z4 — 0.25) + 1000sin(z4 — 23 — 0.25) + 1294.8 =0

(15)

where 0 < 27 < 1200, 0 < 25 < 1200, —0.55 < z3 < 0.55, and —0.55 <
x4 < 0.55. The best known solution is z* = (679.9453,1026.067,0.1188764,
—0.3962336) where f(z*) = 5126.4981.
6. Problem 6: (g6)
Minimize:
F(&@) = (z1 — 10)3 + (22 — 20)° (16)

subject to:



91(Z

—

g2 (%

—(z1 —5)% = (2 —5)>4+100< 0
(x1 —6)% + (2 — 5)? —82.81 <0 (17)

~— ~—
([

where 13 < x; < 100 and 0 < z5 < 100. The optimum solution is z* =

(14.095, 0.84296) where f(z*) = —6961.81388. Both constraints are active.

. Problem 7: (g7)

Minimize:

f(@) = 22423 +2120 — 1421 — 1629 + (23 — 10)% + 4(24 — 5)%2 + (25 — 3)2
+2(zg — 1)2 + 522 + 7(x5 — 11)% + 2(zg — 10)2

+(z10 = 7)* +45 (18)

Subject to:

91(%) = —105+4 4z + 5xy —3z7 + 925 <0

g2(F) = 10x; — 8zo — 1Tx7 + 228 < 0

93(Z) = =81+ 2xy + 529 — 2210 —12<0

91(%) = 3(z1—2)?+4(z2 —3)* +223 — T2, —120<0

g5(F) = bzl +829+ (23 —6)?—224—-40<0

g6(%) = 2 +2(z2 —2)% — 23175 + 1435 — 626 < 0

gr(Z) = 0.5(x; —8)> +2(za —4)? +322 —26 —30< 0

98(F) = =31 + 635+ 12(z9 — 8)% — Tz10 <0 (19)

where —10 < z; < 10 (i = 1,.. ., 10). The global optimum is z* = (2.171996, 2.363683, 8.773926, 5.095984, 0.

9.828726, 8.280092, 8.375927) where f(z*) = 24.3062091. Constraints g1, g2,
g3, 94, g5 and gg are active.

. Problem 8: (g8)

Maximize: 3( Jsin )
, sin® (2721 ) sin(27wxo
— 20
G (20)
subject to:
0@ = zi-22+1<0
0@ = l1-z+(@-4°<0 (21)

where 0 < z; < 10and 0 < x5 < 10. The optimum solution is located
at z* = (1.2279713,4.2453733) where f(z*) = 0.095825. The solutions is
located within the feasible region.



9.

10.

11.

Problem 9: (g9)
Minimize:
f(@®) = (21 —10)%+5(xa — 12)% + 25 + 3(z4 — 11)?
+10z8 + 722 + z% — dwexr — 1026 — 827
subject to:
g1(F) = —127+ 227 + 325 + 23 + 475 + 525 <0
g2(Z) = —282+4 Tz + 33y +1022 + 24 —25 <0
g3(%) = —196+ 23z, + 3 + 625 — 827 <0
g4(%) = 4ai 425 —3zi30 + 225 + 5wg — 1127 <0
Problem 10: (g10) Minimize:
f(.’f) =1 +x2+ T3
Subject to:

g(@) = —1+0.0025(z4 +26) <0

92(F) = —=-140.0025(x5 +x7 —xz4) <0

93() = -14+0.01l(zg—x5) <0

94(%) = —=z126 + 833.33252x4 + 100z, — 83333.333 <0
95(%) = —zawr + 125025 + zoxg — 125024 <0

g6(Z) = —mz3zs + 1250000+ z325 — 250025 < 0

(22)

(23)

(24)

(25)

where 100 < z; < 10000, 1000 < z; < 10000, (i = 2,3), 10 < z; < 1000,
(1 =4,...,8). The global optimumis: z* = (579.3167,1359.943,5110.071,
182.0174,295.5985,217.9799, 286.4162, 395.5979), where f(z*) = 7049.3307.

g1, g2 and gs are active.

Problem 11: (g11)
Minimize:

subject to:

(26)

(27)

where: —1 < 23 < 1, =1 < x5 < 1. The optimum solution is z* =

(+£1//2,1/2) where f(z*) = 0.75.



12. Problem 12: (g12)

Maximize:
e 100 — (55'1 - 5)2 - (272 - 5)2 - (.733 - 5)2
1@ = = (28)
Subject to:
a(@ = (@1-p)*+(@2—q) +(x3—7)>—-0.0625<0 (29)

where0 < z; <10 (i =1,2,3)and p,q,7 = 1,2,...,9. The feasible region of
the search space consists of 9 disjointed spheres. A point (z1, z2, x3) is feasible
if and only if there exist p, ¢, such the above inequality (29) holds. The global
optimum is located at z* = (5, 5, 5) where f(z*) = 1. The solution lies within
the feasible region.

13. Problem 13: (g13)
Minimize:
f(F) = emozeanass (30)

subject to:

g@) = zi+ai+ai+ai+ai—10=0
92(%) = xow3 —bxaxs =0
@@ = B+ai+1=0 (31)

where —2.3 < z; < 2.3 (i =1,2)and —3.2 < z; < 3.2 (i = 3,4, 5). The opti-
mum solution is z* = (—1.717143,1.595709, 1.827247, —0.7636413, —0.763645)
where f(z*) = 0.0539498.

14. Problem 14: (Design of a Welded Beam)

A welded beam is designed for minimum cost subject to constraints on shear
stress (7), bending stress in the beam (o), buckling load on the bar (P.), end de-
flection of the beam (§), and side constraints [25]. There are four design variables
as shown in Figure 2 [25]: h (21), I (x2), t (z3) and b (z4).

The problem can be stated as follows:
Minimize:

(&) = 1104712325 + 0.04811z324(14.0 + 22) (32)



Figure 2: The welded beam used for problem 14 .

Subject to:
gl(f) = T(f) — Tmaz < 0
92(3—7’) = U(ff) — Omax S 0
93(F) = 11 —14<0
94(%) = 0.10471:1:% +0.04811z324(14.0 + z2) — 5.0 <0
g5(f) = 0.125—1z; < 0
ga(.'l_;") = 5(-'E) - 5maz < 0
9@ = P-Pu&)<0 (33)
where
7(Z) = \/(T’)2 + 2T’T”2w—; + (1)
P MR I
= = ,M=P(L+—=
V2129 J ( 2 )

2
i 1+
J=21Vorz, 1_;+( ot 3)]}
6PL 4PI3
#) = — 2 §(X) = —
o(Z) ng,( ) Fals

2.6
.. 4013E wgg“ zs | E

P =60001b, L =141in, E =30 x 10® psi, G =12 x 10° psi

10



15.

16.

Figure 3: Center and end section of the pressure vessel used for problem 15.

Tmaz = 13,600 psi, Omaez = 30,000 psi, Smaez = 0.25in
where 0.1 < z; < 2.0,0.1 < 25 < 10.0,0.1 < 73 < 10.0y 0.1 < 24 < 2.0.

Problem 15: (Design of a Pressure Vessel)

A cylindrical vessel is capped at both ends by hemispherical heads as shown in
Figure 3. The objective is to minimize the total cost, including the cost of the
material, forming and welding. There are four design variables: T’ (thickness
of the shell), T}, (thickness of the head), R (inner radius) and L (length of the
cylindrical section of the vessel, not including the head). T, and T} are inte-
ger multiples of 0.0625 inch, which are the available thicknesses of rolled steel
plates, and R and L are continuous. Using the same notation given by Kannan
and Kramer [20], the problem can be stated as follows:

Minimize :

(&) = 0.6224z 2324 + 1.7781z022 + 3.16612724 + 19.842723  (35)

Subject to :
g1(%) = -1 +0.019323<0
92(F) = —x2+0.00954z3 <0
g3(B) = —waiwy — gmg + 1,296,000 < 0
g1(¥) = 24-240<0 (36)

where1 < z; < 99,1 < 25 < 99,10 < 73 < 200y 10 < 24 < 200.

Problem 16: (Minimization of the Weight of a Tension/Compression String)

11
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Figure 4: Tension/compression string used for problem 16.

This problem was described by Arora [4] and Belegundu [10], and it consists
of minimizing the weight of a tension/compression spring (see Figure 4) subject
to constraints on minimum deflection, shear stress, surge frequency, limits on
outside diameter and on design variables. The design variables are the mean coil
diameter D (z-), the wire diameter d (x1) and the number of active coils NV (x3).

Formally, the problem can be expressed as:

Minimize:
(N +2)Dd? @37)
Subject to:
@ - 1- 28 <
ne) = 71785d8 —
AD? — dD 1
Z) = —1<
92(2) 12566(DF — ") ' 51082 - =0
. 140.45d
g93(®) = 1- DN <0
D+d
0@ = —2-1<0 (38)

15
where 0.05 < 21 < 2,0.25 < 25 < 1.3y 2 < 73 < 15.

17. Problem 17: (Design of a 10-bar planetruss)

Consider the 10-bar plane truss shown in Figure 5 [10]. The problem is to find
the moment of inertia of each member of this truss, such that we minimize its
weight, subject to stress and displacement constraints. The weight of the truss is
given by:

10

fl@)=> pA;L; (39)

Jj=1

12



360"

360" 360"

Figure 5: 10-bar plane truss used for problem 17.

where z is the candidate solution, A; is the cross-sectional area of the jth mem-
ber, L; is the length of the jth member, and p is the weight density of the mate-
rial.

The assumed data are: modulus of elasticity, E = 1.0 x 10* ksi 68965.5 MPa),
p = 0.10 Ib/in® (2768.096 kg/m?), and a load of 100 kips (45351.47 Kg) in the
negative y-direction is applied at nodes 2 and 4. The maximum allowable stress
of each member is called o, and it is assumed to be +25 ksi (172.41 MPa).
The maximum allowable displacement of each node (horizontal and vertical) is
represented by u,, and is assumed to be 2 inches (5.08 cm).

There are 10 stress constraints, and 12 displacement constraints (we can really
assume only 8 displacement constraints because there are two nodes with zero
displacement, but they will nevertheless be considered as additional constraints
by the new approach). The moment of inertia of each element can be different,
thus the problem has 10 design variables.

To get a measure of the difficulty of solving each of these problems, a p metric (as
suggested by Koziel and Michalewicz [21]) was computed using the following expres-

p=|Fl/IS] (40)

where | F| is the number of feasible solutions and |S| is the total number of solutions
randomly generated. In this work, S = 1,000, 000 random solutions.

The different values of p for each of the functions chosen are shown in Table 1, where
n is the number of decision variables, LI is the number of linear inequalities, NI the
number of nonlinear inequalities, LE is the number of linear equalities and NE is the
number of nonlinear equalities. It can be clearly seen that problems 5, 7 and 13 should

13



| Problem | n | Typeof function | ) [ LI [ NI [LE | NE |

1 13 quadratic 0.0003% | 9 | O 0 0
2 20 non linear 99.9973% | 2 | O 0 0
3 10 non linear 0.0026% | 0 | O 0 1
4 5 quadratic 27.0079% | 4 | 2 0 0
5 4 non linear 0.0000% | 2 | O 0 3
6 2 non linear 0.0057% | 0 | 2 0 0
7 10 quadratic 0.0000% | 3 | 5 0 0
8 2 non linear 0.8581% | 0 | 2 0 0
9 7 non linear 0.5199% | 0 | 4 0 0
10 8 linear 0.0020% 6 0 0 0
11 2 quadratic 0.0973% | 0 | O 0 1
12 3 quadratic 47697% | 0 [ 92| O 0
13 5 non linear 0.0000% | 0 | O 1 2
14 4 quadratic 2.6859% | 6 | 1 0 0
15 4 quadratic 39.6762% | 3 | 1 0 0
16 3 quadratic 0.7537% | 1 | 3 0 0
17 10 non linear 46.8070% | 0 | 22| O 0

Table 1: Values of p for the 17 test problems chosen.

be the most difficult to solve since they present the lowest value of p.

We implemented five different types of ES:
o (u+1)-ES

e (u + X)-ES without correlated mutation.
e (1 + A)-ES with correlated mutation.

e (u, A)-ES without correlated mutation.
e (u, \)-ES with correlated mutation.

The number of fitness function evaluations was fixed to 350000 in all our experi-
ments. We performed 30 runs for each problem and for each type of ES. Equality con-
straints were transformed into inequalities using a tolerance value of 0.0001 (see [13]
for details of this transformation).

For the (1 + 1)-ES the initial values are:

e g =4.0.
e C =10.99.
[ ] M:5

Number of generations = 350000.

14



(n T 1)ES
Problem Optimal Best Median Worst St. Dev.
g0l —15.000000 —15.000000 —14.848614 —14.997996 —12.999997 0.410082
902 0.803619 0.793083 0.698932 0.708804 0.576079 0.062927
go3 1.000000 1.000497 1.000486 1.000491 1.000424 0.000014
904 —30665.539000 —30665.539062 —30665.441732 —30665.539062 —30663.496094 0.393918
*go5 5126.498000 1061.161621 3798.771277 3710.436401 7450.403320 1589.234278
g06 —6961.814000 —6961.813965 —6961.813965 —6961.813965 —6961.813965 0.000000
g07 24.306000 24.368050 24.702525 24.730650 25.516653 0.242956
908 0.095825 0.095826 0.095826 0.095826 0.095826 0.000000
g09 680.630000 680.631653 680.673645 680.659271 680.915100 0.052483
*gl0 7049.330700 5090.902832 11741.558219 11362.840820 19986.607422 3614.908836
gll 0.750000 0.749900 0.784395 0.776296 0.879522 0.037345
g12 1.000000 1.000000 1.000000 1.000000 1.000000 0.000000
g13 0.053950 0.060909 1.028332 0.929756 4.682147 0.852305
gpressure 6059.946000 6059.701660 6724.941455 6771.583984 7332.828613 460.417544
gbeam 1.728200 1.729834 1.782288 1.766287 1.881157 0.043994
gspring 0.012681 0.012679 0.013194 0.012849 0.015951 0.000820
gtrussl0 5152.636000 5611.358887 6713.852327 6791.588379 7988.152832 613.365056

Table 2: Results obtained with the (u + 1)-ES in the 17 test problems with 350000
fitness function evaluations (The “*” indicates that no feasible solutions were found)

Non-correlated (¢ + A)-ES
Problem Optimal Best Mean Median Worst St. Dev.
go1 —15.000000 —14.985728 —14.973915 —14.974497 —14.954204 0.007794
g02 0.803619 0.803607 0.800743 0.803503 0.792375 0.004637
go3 1.000000 0.473893 0.238810 0.242793 0.026602 0.113800
go4 —30665.539000 —30664.837891 —30651.001497 —30653.474609 —30619.619141 13.160883
*g05 5126.498000 5107.174316 5212.373470 5181.369629 5543.031250 102.461263
g06 —6961.814000 —6961.813965 —6938.453255 —6961.810791 —6567.754395 83.160125
g07 24.306000 24.328295 24.390978 24.392672 24.478491 0.046711
go8 0.095825 0.095826 0.095823 0.095826 0.095771 0.000010
909 680.630000 680.630554 680.640236 680.636139 680.666443 0.010440
gl0 7049.330700 7075.010254 7802.033024 7531.348877 10083.971680 762.989363
gll 0.750000 0.750572 0.882165 0.901714 0.998691 0.085372
gl2 1.000000 1.000000 1.000000 1.000000 0.999997 0.000001
*g13 0.053950 0.984104 0.998943 0.999955 0.999999 0.003019
gpressure 6059.946000 6059.988281 6654.801432 6771.587646 7294.079590 298.294833
ghbeam 1.728200 1.746999 2.033031 2.036841 2.450664 0.182135
gspring 0.012681 0.013091 0.015934 0.015670 0.020273 0.001891
gtruss10 5152.636000 5142.048340 5147.212077 5145.235840 5167.502441 6.303789

Table 3: Results obtained with the non-correlated (1 + A)-ES in the 17 test problems
with 350000 fitness function evaluations (The “*” indicates that no feasible solutions
were found)

For the (u + A)-ES and (p, A)-ES panmictic discrete recombination for strategy pa-
rameters and decision variables was used. The learning rates values were calculated as
shown in Section 2. The initial values for the standard deviations were 3.0 for all the
decision variables.

The initial values for the remaining ES are:
e u=100.

e )\ =300.

e Number of generations = 1166.

The results obtained for the (u+1)-ES are in Tables 2 and 7. For the non-correlated
(1 + A)-ES and (u, A)-ES the information is on Tables 3 and 4. Finally, Tables 5 and 6
correspond to results of the correlated (1 + A)-ES and (u, A)-ES approaches.
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Non-orrelated (2, A)-ES
Problem Optimal Best Mean Median Worst St. Dev.
go1 —15.000000 —14.994504 —14.971326 —14.975142 —14.931431 0.015573
g02 0.803619 0.792393 0.779795 0.784977 0.753796 0.011986
g03 1.000000 0.465430 0.165386 0.154534 0.007239 0.134065
go4 —30665.539000 —30432.130859 —30309.273307 —30297.312500 —30204.130859 52.561251
*g05 5126.498000 5041.400879 5162.947559 5157.134521 5336.575684 59.354507
g06 —6961.814000 —6916.589844 —6711.115853 —6789.253906 —6068.743164 206.012359
907 24.306000 24.483683 24.928663 25.015615 25.484566 0.271122
go8 0.095825 0.095826 0.095826 0.095826 0.095821 0.000001
g09 680.630000 680.808533 681.351021 681.324066 682.871399 0.485906
gl0 7049.330700 8024.879883 11721.520964 11677.316406 16982.537109 2319.203586
*gll 0.750000 0.783648 0.931193 0.940145 1.000796 0.053328
g12 1.000000 1.000000 1.000000 1.000000 1.000000 0.000000
*g13 0.053950 0.999126 0.999874 0.999993 1.000000 0.000240
gpressure 6059.946000 6470.276855 6909.340853 6943.404785 7417.326172 209.654662
gbeam 1.728200 2.329124 2.720000 2.699388 3.207800 0.213405
gspring 0.012681 0.014626 0.019007 0.018781 0.025735 0.002172
gtrussl0 5152.636000 5153.757324 5356.443701 5373.206299 5696.909668 150.103553

Table 4: Results obtained with the non-correlated (u, A)-ES in the 17 test problems
with 350000 fitness function evaluations (The “*” indicates that no feasible solutions
were found)

Correlated (12 + A)-ES
Problem Optimal Best Mean Median Worst St. Dev.
g0l —15.000000 —14.999541 —14.997859 —14.998640 —14.973085 0.004617
g02 0.803619 0.803594 0.796618 0.792588 0.785246 0.005864
g03 1.000000 0.471707 0.202341 0.185342 0.085943 0.100457
go4 —30665.539000 —30665.529297 —30665.519661 —30665.519531 —30665.507812 0.005166
*g05 5126.498000 5125.168945 5233.366488 5163.475342 5697.309570 144.857450
g06 —6961.814000 —6961.760742 —6960.627539 —6960.971924 —6957.258789 1.145723
g07 24.306000 24.330238 24.422113 24.413397 24.563091 0.065209
g08 0.095825 0.095826 0.095826 0.095826 0.095826 0.000000
909 680.630000 680.633423 680.638070 680.637848 680.644653 0.002704
g10 7049.330700 7294.707031 10857.807715 9929.192871 20743.082031 3355.115006
gll 0.750000 0.749904 0.752437 0.749950 0.812548 0.011315
g12 1.000000 1.000000 1.000000 1.000000 1.000000 0.000000
g13 0.053950 0.999998 1.000000 1.000000 1.000000 0.000000
gpressure 6059.946000 6090.513672 6661.626530 6771.584473 7332.829590 348.115280
gbeam 1.728200 1.725343 1.747797 1.737747 1.873749 0.032654
gspring 0.012681 0.012693 0.015069 0.014774 0.017993 0.001805
gtrussl0 5152.636000 5146.706055 5323.578060 5364.495117 5526.920898 122.497753

Table 5: Results obtained with the Correlated (i + A)-ES in the 17 test problems with
350000 fitness function evaluations (The “*” indicates that no feasible solutions were

found)

Correlated (2, A)-ES
Problem Optimal Best ean Median Worst St. Dev.
901 —15.000000 —14.931046 —14.914536 —14.914993 —14.888850 0.009784
g02 0.803619 0.797201 0.777913 0.784871 0.748130 0.012513
g03 1.000000 0.445308 0.107894 0.040774 *0.000001 0.140491
go4 —30665.539000 —30664.216797 —30662.855143 —30662.590820 —30661.169922 0.771625
*g05 5126.498000 5121.693848 5150.308952 5138.650879 5266.957031 30.488439
g06 —6961.814000 —6802.235352 —6538.025928 —6541.951172 —6277.650879 127.244717
g07 24.306000 24.650963 24.886861 24.915041 25.238083 0.142073
g08 0.095825 0.095826 0.095822 0.095823 0.095811 0.000004
go9 680.630000 680.774780 681.138582 681.135864 681.498230 0.142602
g10 7049.330700 12146.522461 17457.792025 18413.143555 29076.019531 4163.691375
gll 0.750000 0.879374 0.952082 0.956904 0.997581 0.027962
g12 1.000000 1.000000 1.000000 1.000000 1.000000 0.000000
*g13 0.053950 0.999966 0.999996 0.999998 1.000000 0.000007
gpressure 6059.946000 6410.579102 7003.140755 7047.459961 7333.625000 289.044574
ghbeam 1.728200 1.756485 1.777969 1.776924 1.817196 0.012992
gspring 0.012681 0.014593 0.017754 0.018169 0.018615 0.001093
gtruss10 5152.636000 5241.848633 5614.898079 5656.644775 5897.667480 161.051255

Table 6: Results obtained with the Correlated (u, A)-ES in the 17 test problems with
350000 fitness function evaluations (The “*” indicates that no feasible solutions were

found)
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(n T 1)ES

Problem Optimal Best Median Worst St. Dev.
g0l —15.000000 —15.000000 —14.915965 —14.993222 —14.578423 0.130738
902 0.803619 0.794896 0.704833 0.727666 0.584765 0.064228
go3 1.000000 1.000497 1.000449 1.000488 0.999811 0.000141
904 —30665.539000 —30665.539062 —30661.260612 —30665.539062 —30537.185547 23.040161
*go5 5126.498000 1243.262817 3780.308504 3537.221924 8152.663086 1896.802969
g06 —6961.814000 —6961.813965 —6961.813965 —6961.813965 —6961.813965 0.000000
g07 24.306000 24.362831 24.669716 24.697510 25.144272 0.195578
908 0.095825 0.095826 0.095826 0.095826 0.095826 0.000000
g09 680.630000 680.631592 680.690181 680.665131 680.862244 0.069168
gl0 7049.330700 *7098.121094 11695.400472 11155.280273 20063.314453 3732.664511
gll 0.750000 0.749900 0.783557 0.757834 0.892770 0.045494
g12 1.000000 1.000000 1.000000 1.000000 1.000000 0.000000
g13 0.053950 0.109717 1.480463 0.940179 20.088820 3.478791

gpressure 6059.946000 6059.701660 6644.890332 6590.829102 7332.828613 469.334608
gbeam 1.728200 1.727880 1.780659 1.758916 1.974485 0.061298

gspring 0.012681 0.012679 0.013414 0.013161 0.016459 0.000956

gtrussl0 5152.636000 5516.977539 6620.212923 6587.030029 7373.917480 458.484033

Table 7: Results obtained with the (i + 1)-ES in the 17 test problems with 700000
fitness function evaluations (The “*” indicates that no feasible solutions were found)

5 Discussion of results

In order to allow a more reasonable discussion of results, we performed the following
binary comparisons:

e Non-correlated (u + A\)-ES against correlated (1 + A)-ES.
e Non-correlated (i, A)-ES against correlated (u, A)-ES.

e “+” selection against “-” selection.

o Best overall approach in terms of offline performance.

o Best overall approach based on statistical measures.

5.1

The results shown in Tables 3 and 5 show no evidence about the best overall perfor-
mance (measured in terms of offline performance) of any of approaches implemented.
The correlated version finds better results in problems 1, 4, 11, 15 and 16. Besides, this
approach obtains a lower standard deviation in seven problems (1, 3, 4, 6, 9, 11 and
12). However the difference is not very significant.

Non-correlated (i + A)-ES against correlated (p + A)-ES

5.2 Non-correlated (i, A)-ES against correlated (i, A)-ES

Tables 4 and 6 show that the correlated version works better, regarding the quality of
the results, in only six problems (2, 4, 9, 14, 15 and 16). The standard deviation and
the rest of the statistical values are better in ten test problems (1, 4, 5, 6, 7, 9, 11, 13,
15 and 16) for this correlated mutation version.

We argue that these results suggest that the correlated mutation does not improve
the evolutionary search in constrained spaces in a significant way. This issue is im-
portant (computationally speaking), because there is an extra computational cost and
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storage associated with the implementation of this type of mutation. There is also ev-

idence indicating that the comparison criteria explained in Section 3 added to the “,
selection causes the search to be consistently trapped in local optimal solutions.

5.3 “+” selection against “-” selection

Analyzing the four types of ES implemented and their results from Tables 3 and 4 we
can see that the implicit elitism of the “+” selection enhances the capacity of the ES
search to find better results (even optimal results or very close like problems 1, 2, 4, 6,
7,8,9,11, 12, 15 and problem 16 where the best known solutions are improved). Also,
the “+” selection finds better results in all problems but in test function 1. Finally, the
standard deviation values for the “,” selection are better in problem 5 (where no feasible
solutions were found), 8 (but there is no significant difference with respect to the “+”
selection), 11, 12, 13 and 14.

Despite the fact that it is well known that the “,” selection is less sensitive to get
trapped in local optima [30, 6], in this experiment we can argue that elistism plays an
important role in constrained optimization.

5.4 Best Overall Approach in Terms of Offline Performance

An unexpected result can be clearly seen in Table 2. The (i + 1)-ES outperforms the
remaining four approaches implemented. It finds the global optimum solution (or ap-
proximates it very well) in thirteen out of seventeen problems. The standad deviations
in only problems 6, 8, 14, 15 and 16 are better than the best of the four remaining
versions, the non-correlated (p + \)-ES.

To analyze carefully this behavior, we performed another 30 runs with the (u +
1)-ES but now using twice the number of fitness function evaluations adopted in our
original experiments (700,000). See Table 7 for the new results.

This new experiment slightly improves the results only in five problems (2, 7, 9, 15
and 17). The statistical values are also better, but they are still not superior than those
of the non-correlated (u + A)-ES version.

5.5 Best Overall Approach based on Statistical Measures

In terms of average performance (based on our statistical measures), the best results
were found by the non-correlated (u + A)-ES. However, this approach was trapped in
local optima in most of the problems.

5.6 Remarks

The last two points suggest that the use of a large number of strategy parameters diffi-
cults convergence in constrained search spaces. The use of only one sigma value for all
the individuals during the evolutionary process seems to be enough to bias the search
to the global feasible optimum solution or its neighborhood. Nonetheless, another
mechanism is needed to improve the performance of the (2 + 1)-ES and its statistical
measures.

18



It is also interesting to note that in test functions where the (1 + 1)-ES could not
find good results (2, 5, 10, 13 and 17), the (x + \)-ES found better solutions (if not
the optimum, either a better approximation to it or at least an almost-feasible solution).
This could mean that this types of problems needs more of the explorative power of an
evolutionary algorithm.

The current empirical study allows us to argue that a very simple ES approach, the
(1 + 1)-ES is enough to find competitive results in the seventeen test problems used
in the benchmark provided to evaluate evolutionary algorithms in constrained search
spaces. However, an additional mechanism must be added. It is also possible to have
an ES with a moderated number of strategy parameters and without correlated mutation
which may work reasonably well.

6 Conclusions and Future Work

An empirical study to analyze the usefulness of the natural self-adaptation mechanism
of the Evolution Strategies was presented. We also explore the difference of using or
not correlated mutation in ES adapted for constrained search spaces. Among the five
different ES implemented, the most simple of them, the (u + 1)-ES, outperformed the
other four in terms of the quality of the results found. The best statistical measures
were obtained, however, by the non-correlated (u + \)-ES.

The use of elitism was also remarked as an important factor to bias the ES to the
feasible region of the search space and to find the optimum solution. Finally, it was
empirically shown that the use of just one strategy parameter can lead the search to
better solutions.

Our future work consists of:

e Suggesting a mechanism to improve the results obtained with the (u + 1)-ES
(operators, short term memory or other than a Gaussian mutation operator).

e Exploring the use of a moderate number of strategy parameters in multimem-
bered ESs to improve the results obtained.

e Modify the comparison criteria in order to get more diversity in the population.

e Incorporate a multiobjective-based mechanism to handle constraints [22].

7 Acknowledgments

This work is representative of the research performed by the Evolutionary Computa-
tion Group at CINVESTAV-IPN (EVOCINV). The first author acknowledges support
from the mexican Consejo Nacional de Ciencia y Tecnologia (CONACyT) through
a scholarship to pursue graduate studies at CINVESTAV-IPN’s Electrical Engineer-
ing Department. The second author acknowledges support from CONACyYT through
project number 32999-A. Both authors acknowledge the valuable help provided by Dr.
Arturo Hernandez Aguirre.

19



References

[1] D. V. Arnold. Evolution strategies in noisy environments — a survey of existing
work. In Leila Kallel, Bart Naudts, and Alex Rogers, editors, Theoretical Aspects
of Evolutionary Computing, pages 239-249. Springer, Berlin, 2001.

[2] Dirk V. Arnold. Noisy Optimization with Evolution Strategies. Kluwer Academic
Publishers, New York, June 2002. ISBN 1-4020-7105-1.

[3] Dirk V. Arnold and Hans-Georg Beyer. Random dynamics optimum tracking with
evolution strategies. In Juan Julian Merelo Guervés, Panagiotis Adamidis, Hans-
Georg Beyer, José-Luis Fernandez-Villacafas, and Hans-Paul Schwefel, editors,
Parallel Problem Solving from Nature — PPSN VII, pages 3-12, Berlin, 2002.
Springer.

[4] Jasbir S. Arora. Introduction to Optimum Design. McGraw-Hill, New York, 1989.

[5] Torsten Asselmeyer, Werner Ebeling, and Helge Rosé. Evolutionary strategies of
optimization. Phys. Rev. E, July 1997.

[6] Thomas Béck. Evolutionary Algorithms in Theory and Practice. Oxford Univer-
sity Press, New York, 1996.

[7] Thomas Béck and Ulrich Hammel. Evolution strategies applied to perturbed ob-
jective functions. In Proc. of the First IEEE Conf. on Evolutionary Computation,
pages 40-45. IEEE Press, 1994,

[8] Thomas Béck, Frank Hoffmeister, and Hans-Paul Schwefel. A survey of evo-
lution strategies. In Richard K. Belew and Lashon B. Booker, editors, Proc. of
the Fourth Int. Conf. on Genetic Algorithms, pages 2-9, San Mateo, CA, 1991.
Morgan Kaufmann.

[9] Thomas Bédck and Martin Schiitz. Evolution strategies for mixed-integer opti-
mization of optical multilayer systems. In J. R. McDonnell, R. G. Reynolds, and
D. B. Fogel, editors, Evolutionary Programming IV: Proc. of the Fourth Annual
Conf. on Evolutionary Computation, pages 33-51, Cambridge, MA, 1995. MIT
Press.

[10] Ashok Dhondu Belegundu. A Study of Mathematical Programming Methods for
Structural Optimization. PhD thesis, Department of Civil and Environmental
Engineering. University of lowa, lowa, USA, 1982.

[11] Antonio Berlanga, Pedro Isasi, Araceli Sanchis, and José M. Molina. Neural net-
works robot controller trained with evolutionary strategies. In 1999 Congress on
Evolutionary Computation, pages 413-419, Piscataway, NJ, 1999. IEEE Service
Center.

[12] Hans-Georg Beyer. The Theory of Evolution Strategies. Springer, Berlin, 2001.

20



[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

[21]

[22]

Carlos A. Coello Coello. Theoretical and Numerical Constraint Handling Tech-
niques used with Evolutionary Algorithms: A Survey of the State of the Art.
Computer Methods in Applied Mechanics and Engineering, 191(11-12):1245-
1287, January 2002.

Carlos A. Coello Coello. Constraint-handling using an evolutionary multiob-
jective optimization technique. Civil Engineering and Environmental Systems,
17:319-346, 2000.

Héctor Fernando Gomez Garcia, Arturo Gonzéalez Vega, Arturo Hernandez
Aguirre, José Luis Marroquin Zaleta, and Carlos Coello Coello. Robust multi-
scale affine 2d-image registration through evolutionary strategies. In Juan Julian
Merelo Guervos, Panagiotis Adamidis, Hans-Georg Beyer, José-Luis Fernandez-
Villacafias, and Hans-Paul Schwefel, editors, Parallel Problem Solving from Na-
ture - PPSN VII, pages 740-748, Berlin, 2002. Springer.

Martina Gorges-Schleuter, Ingo Sieber, and Wilfried Jakob. Local interaction
evolution strategies for design optimization. In 1999 Congress on Evolutionary
Computation, pages 2167-2174, Piscataway, NJ, 1999. IEEE Service Center.

Garrison W. Greenwood and Yi-Ping Liu. Finding low energy conformations of
atomic clusters using evolution strategies. In V. W. Porto, N. Saravanan, D. Waa-
gen, and A. E. Eiben, editors, Evolutionary Programming VII, pages 493-502,
Berlin, 1998. Springer. Lecture Notes in Computer Science 1447.

S. Ben Hamida and Marc Schoenauer. An Adaptive Algorithm for Constrained
Optimization Problems. In Marc Schoenauer, Kalyanmoy Deb, Guinter Rudolph,
Xin Yao, Evelyne Lutton, Juan Julian Merelo, and Hans-Paul Schwefel, editors,
Proceedings of the Parallel Problem Solving from Nature VI Conference, pages
529-538, Paris, France, 2000. Springer. Lecture Notes in Computer Science No.
1917.

Sana Ben Hamida and Marc Schoenauer. ASCHEA: New Results Using Adaptive
Segregational Constraint Handling. In Proceedings of the Congress on Evolution-
ary Computation 2002 (CEC’2002), volume 1, pages 884—-889, Piscataway, New
Jersey, May 2002. IEEE Service Center.

B. K. Kannan and S. N. Kramer. An Augmented Lagrange Multiplier Based
Method for Mixed Integer Discrete Continuous Optimization and Its Applications
to Mechanical Design. Journal of Mechanical Design. Transactions of the ASME,
116:318-320, 1994.

Slawomir Koziel and Zbigniew Michalewicz. Evolutionary Algorithms, Homo-
morphous Mappings, and Constrained Parameter Optimization. Evolutionary
Computation, 7(1):19-44, 1999.

Efrén Mezura-Montes and Carlos A. Coello Coello. A Numerical Compar-
ison of some Multiobjective-Based Techniques to Handle Constraints in Ge-
netic Algorithms. Technical Report EVOCINV-03-2002, Evolutionary Compu-

21



tation Group at CINVESTAV, Seccion de Computacion, Departamento de Inge-
nieria Eléctrica, CINVESTAV-IPN, México D.F., México, 2002. Available in
the Constraint Handling Techniques in Evolutionary Algorithms Repository at
http://www.cs.cinvestav.mx/"constraint/.

[23] Zbigniew Michalewicz and Marc Schoenauer. Evolutionary Algorithms for Con-
strained Parameter Optimization Problems. Evolutionary Computation, 4(1):1-
32, 1996.

[24] Sibylle D. Miller, Nikolaus Hansen, and Petros Koumoutsakos. Increasing the se-
rial and the parallel performance of the CMA-evolution strategy with large popu-
lations. In Juan Julian Merelo Guervés, Panagiotis Adamidis, Hans-Georg Beyer,
José-Luis Fernandez-Villacafias, and Hans-Paul Schwefel, editors, Parallel Prob-
lem Solving from Nature - PPSN VII, pages 422-431, Berlin, 2002. Springer.

[25] Singiresu S. Rao. Engineering Optimization. John Wiley and Sons, third edition,
1996.

[26] Ingo Rechenberg. Cybernetic solution path of an experimental problem. Royal
Aircraft Establishment, August 1965. Library Translation No. 1122, Farnbor-
ough, Hants, UK.

[27] Ingo Rechenberg. Evolutionsstrategie: Optimierung technischer Systeme nach
Prinzipien der biologischen Evolution. Frommann-Holzboog, Stuttgart, 1973.

[28] Thomas P. Runarsson and Xin Yao. Stochastic Ranking for Constrained Evo-
lutionary Optimization. IEEE Transactions on Evolutionary Computation,
4(3):284-294, September 2000.

[29] Hans-Paul Schwefel. Numerical Optimization of Computer Models. John Wiley
& Sons, UK, 1981.

[30] Hans Paul Schwefel. Evolution and Optimal Seeking. John Wiley & Sons Inc.,
New York, 1995.

[31] H.P. Schwefel. Projekt MHD-Staustrahlrohr: Experimentelle Optimierung einer
zweiphasendise, Teil I. Technical Report Technischer Bericht 11.034/68, 35,
AEG Forschungsinstitut, Berlin, 1968.

[32] Frank Schweitzer, Werner Ebeling, Helge Rosé, and Olaf Weiss. Optimiza-
tion of road networks using evolutionary strategies. Evolutionary Computation,
5(4):419-438, 1998.

[33] Alice E. Smith and David W. Coit. Constraint Handling Techniques—Penalty
Functions. In Thomas Back, David B. Fogel, and Zbigniew Michalewicz, editors,
Handbook of Evolutionary Computation, chapter C 5.2. Oxford University Press
and Institute of Physics Publishing, 1997.

22



