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ABSTRACT
Particle swarm optimization (PSO) algorithms have been
widely used to solve a variety of optimization problems.
Their success has motivated researchers to extend the use
of these techniques to the multi-objective optimization field.
However, most of these extensions have been used to solve
multi-objective optimization problems (MOPs) with no more
than three objective functions. Here, we propose a novel
multi-objective PSO (MOPSO) algorithm characterized by
the use of a recent approach that transforms a MOP into a
linear assignment problem (LAP), with the aim of being able
to solve many-objective optimization problems. Our pro-
posed approach, called LAP based PSO (LAPSO), adopts
the Munkres assignment algorithm to solve the generated
LAPs and has no need of an external archive. LAPSO is
compared with respect to three MOPSOs which are repre-
sentative of the state-of-the-art in the area: the Optimized
Multi-Objective Particle Swarm Optimizer (OMOPSO) the
Speed-constrained Multiobjective Particle Swarm Optimizer
(SMPSO) and a variant of the latter that uses the hypervol-
ume indicator for its leader selection scheme (SMPSOhv).
Our results indicate that LAPSO is able to outperform the
MOPSOs with respect to which it was compared in most of
the test problems adopted, specially when solving instances
with more than three objectives.

1. INTRODUCTION
Particle swarm optimization (PSO) is a metaheuristic in-

spired on the social behavior of birds within a flock [14]. Due
to its simplicity and good performance, PSO has become a
very popular approach to solve optimization problems and
many different extentions to Multi-Objective Optimization
have been reported in the specialized literature [28]. Most
Multi-Objective Particle Swarm Optimizers (MOPSOs) a-
dopt a selection process of the local and global best solu-
tions based on Pareto dominance and the use of a crowding
factor. However, it is now well-known that Pareto-based
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multi-objective evolutionary algorithms (MOEAs) do not
perform properly when dealing with problems having more
than three objectives (the so-called many-objective optimiza-
tion problems) [11]. In such problems, the number of non-
dominated solutions significantly increases, making it diffi-
cult to generate new particles that dominate the previous
ones, giving rise to the so-called dominance resistance [15,
26]. In this paper, we propose a novel MOPSO designed
to solve many-objective optimization problems. We adopt
an approach that transforms the original MOP into a lin-
ear assignment problem (LAP), recently presented in [19],
in order to avoid the scalability problems of Pareto-based
approaches. Our preliminary results indicate that our pro-
posed approach is a very good alternative for solving many-
objective optimization problems.

The remainder of this paper is organized as follows. Sec-
tion 2 states the problem of our interest. The previous re-
lated work is discussed in Section 3. Section 4 describes our
proposed approach and the experiments carried out to vali-
date it. Finally, our conclusions and some possible paths for
future work are drawn in Section 5.

2. THE MULTI-OBJECTIVE OPTIMIZATION
PROBLEM

Formally, a multi-objective optimization problem (MOP)
is defined as follows:

minimize~f(~x) = [f1(~x), f2(~x), . . . , fk(~x)]T (1)

subject to:

gi(~x) ≤ 0 i = 1, 2, . . . ,m (2)

hi(~x) = 0 i = 1, 2, . . . , p (3)

where k is the number of objective functions fi : Rn → R,
gi, hj : Rn → R, i = 1, ...,m, j = 1, ..., p are the constraint
functions of the problem and ~x = [x1, x2, . . . , xn]T the vector
of decision variables. We thus wish to determine from the
set Ω (where Ω is the feasible region) of all the vectors that
satisfy (2) and (3) to the vector ~x∗ = [x∗1, x

∗
2, . . . , x

∗
n]T of so-

lutions that are Pareto optimal (those solutions in which one
objective cannot be improved without worsening another).

3. PARTICLE SWARM OPTIMIZATION
In PSO, a group of candidate solutions is represented as

a set of particles in a swarm [32]. Each particle has to ad-
just its flight trajectory into the search space according to



a certain direction and keeping a certain velocity, given by
its own previous flight experience and those of their neigh-
boring particles in the swarm. PSO starts with a random
initialization of each particle’s position and velocity (par-
ticle’s displacement) in decision variable space. Then, the
velocity v and the position x of the each particle are updated
at each step t according to the following equations:

~vi(t) = w~vi(t− 1) + C1r1(~xpi − ~xi) + C2r2(~xgi − ~xi) (4)

~xi(t) = ~xi(t− 1) + ~vi(t) (5)

where xpi is the best solution that xi has viewed so far, xgi
is the best particle (also known as the leader) that the en-
tire swarm or a certain pre-defined neighborhood has experi-
enced, W is the inertia weight of the particle, which controls
the impact of the previous velocity vi(t − 1) on the move-
ment of the particle, aimed to prevent swarm explosion (i.e.,
an uncontrolled increase of a particle’s velocity), r1 and r2

are two uniformly distributed random numbers in the range
[0, 1] and C1 and C2 are the learning factors which control
the effect of the personal and social influence. Particles in
the swarm interact by defining a common set of links, which
controls the exchange of information between particles, and
is known as swarm topology. The set of particles inform-
ing the ith particle is defined as the particle’s neighborhood,
which in most cases includes the particle itself as a member.
Traditional topologies for PSO include the gbest (star), lbest
(circle), and von Neumann [13] topologies. Also, an adap-
tive random topology has been proposed. Here, each particle
randomly informs K neighbors and itself (the same particle
may be chosen several times), with K usually set to 3. In
this topology, the connections between particles randomly
change when the social optimum shows no improvement [3].

3.1 Multi-objective PSO algorithms
The successful application of PSO in a wide variety of

single-objective optimization problems has made it very pop-
ular in recent years. However, in order to handle multi-
ple objectives, PSO must be obviously modified. In most
Multiple-Objective Particle Swarm Optimizers (MOPSOs),
the major modifications to the basic PSO algorithm are the
selection process of pbest and gbest. Among them, the dif-
ferences lie on the number of selected global leaders and
in the way in which they are selected [5]. Most of these
approaches share the use of an external archive where the
nondominated solutions found during the search are stored
[27, 23, 28, 22]. The most commonly employed strategy is
to use only one global leader randomly selected from the
archive. Other works consider the use of a density estimator
for selecting leaders from the archive, aiming to favor the
spread of the computed approximation to the Pareto front.
Next, we briefly describe some MOPSOs representative of
the state-of-the-art in the area.

The first implementation of a MOPSO was proposed by
Moore et al. [20]. Here, they used Pareto dominance for
leader and personal best selection. Reddy et al. [12] pro-
posed a MOPSO where the leader was randomly selected
from an external archive where the best solutions found dur-
ing the process were stored. The main target of this work
was the use on an elitist-mutation-mechanism in combina-
tion with PSO. In [29] Santana et al. proposed a MOPSO
which incorporates a turbulence (mutation) operator in ad-

dition to the crowding distance mechanism and a roulette
wheel to select the social leader and to prevent an excessive
number of nondominated solutions in the external archive.
Another approach is the Optimized Multi-Objective Parti-
cle Swarm Optimizer (OMOPSO) [27]. This MOPSO se-
lects a leader by means of a binary tournament based on
the crowding value of the leaders. The maximum size of
the set of leaders is fixed equal to the size of the swarm.
After each generation, the set of leaders is updated, and so
are the corresponding crowding values. If the size of the
set of leaders is greater than the maximum allowable size,
only the best leaders are retained based on their crowding
value. The rest of the leaders are eliminated. OMOPSO
adopts two mutation operators: uniform mutation and non-
uniform mutation. The swarm is subdivided in three parts
(of equal size). Each sub-part of the swarm adopts a dif-
ferent mutation scheme: the first sub-part uses no mutation
at all, the second sub-part uses uniform mutation and the
third sub-part adopts non-uniform mutation. With the use
of these different operators, OMOPSO has the ability to
explore and exploit the search space. It also adopts the con-
cept of ε-dominance in order to fix the size of the external
archive that contains the (nondominated) solutions that will
be reported by the algorithm, so the size of the final external
archive depends on the ε-value, which needs to be obtained
from a pre-sampling process.

In [23] the Speed-constrained Multi-objective PSO (SM-
PSO) is presented. The authors of this approach adopt a
control mechanism for particle’s velocity that, instead of us-
ing upper and lower parameter values to limit the step size of
the velocity, adopts a constriction coefficient obtained from
a constriction factor χ, originally developed by Clerc and
Kennedy in [4]. The following equations are adopted for
this sake:

χ =
2

2− ϕ−
√
ϕ2 − 4ϕ

(6)

where

ϕ =

{
C1 + C2 if C1 + C2 > 4

0 if C1 + C2 ≤ 4
(7)

SMPSO also introduces a mechanism where the accu-
mulated velocity of each variable (in each particle) is fur-
ther bounded by means of the following velocity constriction
equation:

vi(t) =


δi if vi(t) > δi

−δi if vi(t) ≤ −δi
vi(t) otherwise

(8)

where

δi =
upper limiti − lower limiti

2
(9)

So, the velocity of the particles is calculated according
to eq. (4). The resulting velocity is then multiplied by the
constriction factor and the resulting value is constrained us-
ing eq. (8). SMPSO uses a limited size external archive to
store the non-dominated solutions found during the search.
When the archive becomes full, the solutions with the small-
est crowding distance are discarded. It also uses a turbulence



operator by means of polynomial mutation, but it applies it
to only 15% of the whole swarm. Later, a variant of SMPSO
that uses the hypervolume indicator [36] to guide leader se-
lection was presented in [22]. In this variant, called SMP-
SOhv, when the velocity of a particle has to be updated,
two solutions are randomly selected from the archive, and
the one contributing the most to the archive’s hypervolume
is selected as the leader. To apply this scheme, the external
archive of non-dominated solutions is changed for an archive
managed by the contribution of each solution to the value
of this indicator.

There are some MOPSOs that consider the use of more
than one particle from the archive as global leaders at the
same time. An example is the approach described in [18],
called Multi Leaders Multi Objective Optimization algo-
rithm, which is an initial implementation of multiple leaders
in guiding the particles’ flight to search for optimum solu-
tions. The multiple leaders’ method is implemented by sum-
ming up all the distances between a particle and all of its
leaders during the velocity update. Many other MOPSOs
exist [24], but most of them are Pareto-based approaches
and solve MOPs with no more than 3 objectives. Here, we
propose a novel MOPSO which adopts the transformation
of a MOP into a linear assignment problem (LAP), with the
specific aim of solving many-objective optimization prob-
lems.

4. OUR PROPOSED APPROACH
As mentioned before, studies have shown that Pareto-

based multi-objective evolutionary algorithms (MOEAs) do
not perform properly when dealing with problems having
more than three objectives (the so-called many-objective op-
timization problems) [11] and most MOPSOs’ leader selec-
tion strategies are based on this same idea. Here, we propose
to use an alternative selection mechanism which is not based
on Pareto dominance or on any performance indicator. The
algorithm presented here transforms the selection process
into a linear assignment problem (LAP), which is solved us-
ing the Munkres assignment algorithm [17]. As evidenced in
[19], the solution of this LAP allows convergence towards the
true Pareto front and, at the same time, a good distribution
of solutions along the Pareto front.

4.1 Linear assignment problem transformation
The matching or assignment problem is a fundamental

class of combinatorial optimization problems [9, 21]. In its
most general form, an assignment problem is the problem of
choosing an optimal assignment of n to m of tasks, assuming
that numerical ratings are incurred for each agent perform-
ing each task [17]. An optimal assigment is one which makes
the sum of the agents’ ratings for their tasks a maximum or
minimum, according to the context of the problem. The
Linear Assignment Problem (LAP) is the simplest of the as-
signment problems. In the canonical LAP, there are as many
agents as tasks, and any agent can be assigned to perform
any task. Formally, the LAP can be formulated as follows:

Let A = {a1, ..., an} and T = {t1, ..., tn} be a set of agents
and tasks with the same cardinality, given a cost function
C : A × T → R and having Φ : A → T as the set of all
possible bijections between A and T , then a LAP can be
expressed as follows :

minimize
φ∈Φ

∑
a∈A

C(a, φ(a)) (10)

Usually, the cost function is also viewed as a squared real-
valued matrix C with elements Cij = C(ai, tj), and the set
Φ of all possible bijections between A and T as a set of
assignment matrices X . So, the LAP can be expressed as
an integer linear program as follows:

minimize
x∈X

n∑
i,j=1

Cijxij

subject to:

n∑
i=1

xij = 1, ∀j ∈ {1, .., n},

n∑
j=1

xij ≤ 1, ∀i ∈ {1, ..., n},

xij ∈ {0, 1}, ∀i, j ∈ {1, ..., n}

(11)

In 1955, Harold W. Kuhn [17] proposed an algorithm for
constructing a maximum weight perfect matching in a bi-
partite graph. This combinatorial optimization algorithm
solves the assignment problem in polynomial time. Later on,
James Munkres [21] reviewed Kuhn’s work and made sev-
eral important contributions to the theoretical aspects of the
algorithm. He showed that Kuhn’s algorithm is (strongly)
polynomial and proposed an improved version of O(n3). The
contribution of Munkres to the development of the Hun-
garian algorithm has led to the algorithm which is referred
to as the Kuhn-Munkres or Munkres assignment algorithm.
In [2], Bourgeois and Lassalle developed an extension for
rectangular matrices which allows the algorithm to operate
in assignment problems where the numbers of agents and
tasks are unequal. Such extension can be formulated as fol-
lows: Given a n×m matrix (cij) of real numbers, find a set
of k independent elements [k = min(n,m)] so that the sum
of these elements is minimum.

A linear assignment problem can be created from a MOP
using the k-dimensional objective vectors from the individ-
uals (solutions) in a MOEA. Since uniformly spread weight
vectors in objective function space can be created, one can
reformulate the MOP as follows: having n individuals and
m vectors well-distributed in a (k−1)-dimensional unit sim-
plex of the objective space, a cost can be incurred for each
individual representing some vector in the Pareto Front ap-
proximation. So, the goal is to describe all regions covered
by the n vectors using only m individuals in such a way that
the total cost of the assignment is minimized. A cost matrix
is then created such that it minimizes the total cost involved
in retaining the solutions which are a good approximation
of the Pareto Front. This procedure is described next.

First, the n vectors of objective values are normalized to
reduce the current objective space to a unit hypercube. This
is done in order to deal with non-commensurable objective
functions. The maximum ~zmax and minimal ~zmin vectors
are calculated for this purpose.

~zmax = [zmax1 , ..., zmaxk ]T , zmaxi = max
j=1,...,2n

fi(~xj), i = 1, ..., k,

~zmin = [zmin1 , ..., zmink ]T , zmini = min
j=1,...,2n

fi(~xj), i = 1, ..., k,

(12)
where fi(~xj) is the ith objective value of the jth solution in



Qg, and its normalized value fi(~xj) is calculated as:

f̃i(~xj) =
fi(~xj)− zmini

zmaxi − zmini

, j = 1, ..., n, i = 1, ..., k. (13)

Let W be a set of m weight vectors uniformly scattered
in objective space.

W ⊂W = {~w | ~w ∈ [0, 1]k,

k∑
i=1

wi = 1}, |W | = m, (14)

The cost Crj of assigning the individual ~xj to the weight
vector ~wr is given by:

Crj = max
i=1,...,k

wri × f̃i(~xj), r = 1, ..., n, j = 1, ..., n. (15)

The matrix C indicates how each solution is suitable to
represent each region of the Pareto Front approximation.
The solution to our assignment problem is found by identi-
fying the combination of values in C resulting in the smallest
sum, subject to the following conditions:

• Exactly one value must be chosen in each row; this en-
sures that only one solution is assigned to each position
on the Pareto Front.

• At most one value can be selected in each column; this
ensures that no solution is assigned to more than one
position.

The matrix C and the above conditions are formally repre-
sented by (11) as a linear programming problem. The solu-
tion to this problem is then obtained by the aforementioned
Kuhn-Munkres algorithm for rectangular matrices [2]. The
matrix that solves (11) represents the solutions assigned to
each weight vector such that it minimizes the total cost of
the assignment, allowing to retain the best solutions to ap-
proximate the Pareto Front.

4.2 Generation of weight vectors by Uniform
Design

There exist several MOEAs [35, 25] that require the com-
putation of a set of weight vectors uniformly scattered on
a (k − 1)-unit simplex to obtain solutions along the en-
tire Pareto Front in a k-objective optimization problem.
A variety of methods to obtain an evenly distributed sub-
set of weights in a simplex are available in the specialized
literature [8]. The simplex-lattice design method [30] is
the approach that has been the most commonly adopted
in MOEAs. However, at least three problems can be iden-
tified in this method [8]. First, the weight vectors are not
uniformly distributed. Also, there are too many vectors at
the boundary of the domain. Finally, the number of vectors
generated increases nonlinearly with the number of objec-
tives. Thus, if H divisions are considered along each objec-
tive, the total number of weight vectors (hence the popu-
lation size) in a k-objective problem is given by:

(
H+k−1
k−1

)
.

Some MOEAs have resorted to other methods to generate
an arbitrary number of scattered weight vectors. In [25]
a hypervolume-based weight vector generation is proposed.
This method produces well-distributed vectors maximizing
the hypervolume covered by them in objective space. An-
other approach was presented in [31], where the uniform
design (UD) [8] and good lattice point (glp) [16] methods
were combined to set the weight vectors. However, both the

hypervolume and the glp method have a high computational
cost when the number of objectives grows, which prevents
their use in problems with many objectives.

Uniform design is a space filling design method that seeks
experimental points to be uniformly scattered in the do-
main [8]. In uniform design, a set of points is considered
uniformly spread throughout the entire domain if it has a
small discrepancy, where discrepancy is a numerical mea-
sure of scattering. Fang and Wang [8] presented different
methods for generating points that can be applied to the
generation of a set of space-filling design points. Among
them, the good lattice point (glp) method and Hammers-
ley’s method [10] excel. In [19] the authors propose to gen-
erate weight vectors using uniform design combined with
Hammersley’s method because this algorithm allows a more
uniform distribution of the weight vectors over the space
than the simplex-lattice method, and the population size of
the MOEAs neither increases nonlinearly with the number
of objectives nor considers a formulaic setting. Additionally,
Hammersley’s method provides a set of design points with
low discrepancy similar to the glp method, but at a much
lower computational cost [8].

Algorithm 1: Generation of weight vectors

Input : number of objectives (k), number of weights (n)
Output: Set of weight vectors W

1 p← array with the first k − 2 prime numbers;
2 U ← ∅;
3 for i = 1 to n do
4 ui1 ← (2i− 1)/2n;
5 for j = 2 to k − 1 do
6 uij ← 0;
7 f ← 1/pj−1;
8 d← i;
9 while d > 0 do

10 uij ← uij + f × (d mod pj−1);
11 d← bd/pj−1c;
12 f ← f/pj−1;

13 end

14 end
15 U ← U ∪ {u};
16 end
17 W ← Apply transformation (19) to U ;

Hammersley’s method is based on the p-adic representa-
tion of natural numbers: Any positive integer m can be
uniquely expressed using a prime base p ≥ 2 as

m =

r∑
i=0

bi × pi, 0 ≤ bi ≤ p− 1, i = 0, . . . , r, (16)

where pr ≤ m < pr+1. Then, for any integer m ≥ 1 with
representation (16), let

yp(m) =

r∑
i=0

bi × p−(i+1), (17)

where yp(m) ∈ (0, 1) and is known as the radical inverse of
m base p. Let k ≥ 2 and p1, . . . , pk−1 be k−1 distinct prime
numbers; then, the Hammersley set consisting of n points
uniformly scattered on [0, 1]k is given by

~xi =

[
2i− 1

2n
, yp1(i), . . . , ypk−1(i)

]T
, i = 1, . . . , n. (18)

In [33], it was proposed the use of uniform design for ex-
periments with mixture (UDEM). This method seeks points



to be uniformly scattered in the domain W defined by (14).
The authors employed the transformation method for the
construction of such uniform design. This method requires
a set of vectors U = {~ui = [ui1, ..., ui(k−1)]

T , i = 1, ..., n} ⊂
[0, 1]k−1 with small discrepancy. In our proposal, Hammers-
ley’s method is used to obtain U and then to apply the next
transformation:

wti = (1− u
1

k−i

ti )

i−1∏
j=1

u
1

k−j

tj , i = 1, ..., k − 1,

wtk =

k−1∏
j=1

u
1

k−j

tj , t = 1, ..., n.

(19)

Then {~wt = [wti, ..., wtk]T , t = 1, ..., n} is a uniform design
on W. The pseudocode of the algorithm used to generate
weight vectors is presented in Algorithm 1.

4.3 Description of the proposed approach
Making use of the LAP transformation, we propose a

MOPSO that adopts an evolutionary model to select so-
lutions based on the LAP transformation as described next.
LAPSO starts with an initial swarm S(0) of n particles
and performs a random initialization of each particle’s po-
sition and velocity (particle displacement) within decision
variables space. The velocity v of each particle is updated
at each step t according to eq. (4), where xpi is the best
solution that xi has viewed so far (in terms of the LAP
transformation already described), and xgi is the best par-
ticle within a defined neighborhood in terms of Pareto dom-
inance. For this purpose, we adopted an adaptive random
topology originally proposed in [3], which has been found
to produce good results in the area of global optimization
[34, 1]. Here, each particle randomly informs K neighbors
and itself (the same particle may be chosen several times).
In this topology, the connections among particles randomly
change when the social optimum shows no improvement (we
set K = 3). As there is evidence of the problems that an
uncontrolled increase of velocity may cause [7], we adopt
the velocity constriction mechanism of SMPSO described in
Section 3.1. So, the inertia weight W , the two uniformly
distributed random numbers r1 and r2 and the learning fac-
tors C1 and C2 (for the personal and social influence) were
adopted, same as in SMPSO [23]. After the initialization,
at each step t, we create a new swarm S2(t) of n particles
from the actual swarm S(t). Each particle will be created
by means of eq. (5), where vi(t) is the velocity, computed
as we just described. After that, a turbulence operation
(mutation) will be applied to this new swarm and then each
particle is evaluated according to the given MOP. Having
both swarms, we form a set CSt = S(t)∪S2(t) of 2n posible
solutions to the MOP. Then, a linear assignment problem is
created using the k-dimensional objective vectors from CSt
(as explained in Section 4.1) and n weight vectors uniformly
spread in objective function space are created as described in
Algorithm 1. Then, a selection procedure based on the LAP
transformation will be performed in order to select n parti-
cles from CS(t) which are closer to the weight vectors and
to solve the created LAP. These particles will form the next
swarm S(t + 1). With this, there is no need of an external
archive since the actual swarm always keeps the best solu-
tions to the LAP and the members of the neighborhood for
each particle are also in the swarm. This process is repeated

until a stopping criterion is fulfilled. The whole procedure
is summarized in Algorithm 2.

Algorithm 2: Linear assignment problem based PSO
(LAPSO)

Input : MOP, swarm size n, maximum number of iterations
tmax

Output: Solution set S
1 Generate initial swarm population S(0) and their velocity values

randomly;
2 Assign k = 3 neighbors to each particle in S;
3 Evaluate each particle in S;
4 W ← Generate n weight vectors using Algorithm 1;
5 for t = 1 to tmax do
6 S2(t)← Generate new particles from St using (5) ;
7 Apply turbulence operator to each individual in S2(t);
8 Evaluate each individual from S2(t);
9 if social optimum shows no improvement then

10 recompute neighbors;
11 end
12 CSt ← S(t) ∪ S2(g);

13 Compute ~z max and ~z min by (12) Normalize objectives of
each solution in CSt by (13);

14 Generate the cost matrix C by (15) using CSt and W ;
15 I ← Obtain the best assignment in C using the Hungarian

Method;
16 S(t + 1)← {~xi | i ∈ I , ~xi ∈ CSt};
17 update velocity values using (4);

18 end

4.4 Experimental Results
We validated LAPSO comparing its performance with re-

spect to the three aforementioned MOPSOs representative
of the state-of-the-art in the area: OMOPSO [27], SMPSO
[23] and SMPSOhv [22]. For the purposes of this study,
we adopted the Deb-Thiele-Laumanns-Zitzler (DTLZ) test
suite [6] with instances from three to ten objectives. In order
to assess the performance of each MOPSO, we selected the
hypervolume indicator [36], since this measure can differ-
entiate between degrees of complete outperformance of two
sets. The hypervolume is defined as the n-dimensional space
that is contained by an n-dimensional set of points. When
applied to multi-objective optimization, the n-dimensional
objective values for solutions are treated as points for the
computation of such space. That is, the hypervolume is
obtained by computing the volume (in objective function
space) of the nondominated set of solutions Q that mini-
mize a MOP. For every solution i ∈ Q, a hypercube vi is
generated with a reference point W and the solution i as its
diagonal corner of the hypercube:

S = V ol

 |Q|⋃
i=1

vi

 (20)

The aim of this study is to identify which of the MOP-
SOs being compared is able to get closer to the true Pareto
front using the same number of objective function evalua-
tions and how they behave as the dimensionality of the MOP
increases.

4.5 Parameterization
The parameters of each MOPSO used in our study were

chosen in such a way that we could do a fair comparison.
Thus, the same number of iterations and swarm size were
adopted. For all MOPSOs, the mutation probability was
set to pm = 1/l, where l is the number of decision variables;



the distribution indexes for the polynomial mutation used
by SMPSO, SMPSOhv and LAPSO were set as: ηc = 20
and ηm = 20. Different population sizes for each problem
instance were used. For problems with 3 and 4 objectives
the population size was set to 100. For problems having 5
objectives, the population size was set to 120. For problems
with 6, 7, 8 and 9 objectives, a swarm size of 200 was used.
Finally, for problems with 10 objectives, the swarm size was
set to 220. The maximum number of iterations adopted for
problems with 3 objectives was 100. In all other problems we
used 300 iterations, regardless of their dimensionality. All
other parameters, such as the learning factors and inertia
weight, were set as the authors suggest for their respective
approaches. The reference points ~yref = [y1, · · · , ym] were
yi = 1.5 for DTLZ1to DTLZ6 and yi = 6.5 for DTLZ7.

4.6 Discussion of Results
In our experiments, we obtained the hypervolume value

over the 30 independents runs performed. Table 1 shows
the average hypervolume of each of the MOPSOs being com-
pared for each test problem adopted, as well as the results of
the statistical analysis that we made to validate our experi-
ments, for which we used Wilcoxon’s rank sum. OMOPSO
presented a poor performance in all problem instances hav-
ing more than three objectives, since it couldn’t produce
solutions which dominate the reference points for the hy-
pervolume computation used in our experimentes. It was
only able to scale in DTLZ4 with at most five objetives
and we can reject the null hypothesis (medians are equal)
in all the cases. SMPSO produced competitive results for
DTLZ4, DTLZ5 and DTLZ6, although it could not outper-
form LAPSO except for one case (DTLZ5 with 3 objectives),
in which SMPSO presented a marginal improvement with
respect to LAPSO, we cannot reject the null hypothesis in
only two cases, DTLZ5 with 4 objectives and DTLZ7 with
3, which means that in these cases both algorithms have a
similar behavior. Due to its high computational cost, a time
limit of 12 hours for SMPSOhv’s runs was used. As a result,
SMPSOhv was no able to produce results for more than four
objetives. In the comparisons using problems with three and
four objectives, LAPSO was able to outperform SMPSOhv
in DTLZ1, DTLZ3 and DTLZ7. Regarding the other test
problems, LAPSO was able to produce very competitive re-
sults but at a significantly lower computational cost and has
similar behavior, which means the null hypothesis cannot be
rejected, in only three cases (DTLZ1, DTLZ3 and DTLZ7
with dimensions of 3, 4 and 3 respectively).

5. CONCLUSIONS AND FUTURE WORK
Here, we developed a novel MOPSO called LAPSO, which

adopts a recent selection scheme originally proposed for
MOEAs. LAPSO uses a selection based on the transfor-
mation of a MOP into an assignment problem. The implicit
elitism associated with this scheme makes unnecessary the
use of an external archive. Using a set of well-distributed
points on a unit simplex, the obtained assignment problem is
solved with the Munkres assignment algorithm. Our experi-
mental results indicate that LAPSO outperforms OMOPSO
and SMPSO in MOPs having from four up to ten objective
functions and showed very competitive results with respect
to SMPSOhv but at a significantly lower computational cost.
LAPSO was able to deal with all the difficulties presented in
the DTLZ test suite, even in high dimensionality. As part

of our future work, we intend to study other algorithms for
solving the LAP transformation. We are also interested in
studying the possible use of other topologies for LAPSO.
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