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 
Abstract— In recent years, multi-objective immune algorithms 

(MOIAs) have shown promising performance in solving multi-
objective optimization problems (MOPs). However, basic MOIAs 
only use a single hypermutation operation to evolve individuals, 
which may induce some difficulties in tackling complicated MOPs. 
In this paper, we propose a novel hybrid evolutionary framework 
for MOIAs, where the cloned individuals are divided into several 
subpopulations and then evolved using different evolutionary 
strategies. An example of this hybrid framework is implemented, 
where simulated binary crossover and differential evolution with 
polynomial mutation are adopted. A fine-grained selection 
mechanism and a novel elitism sharing strategy are also adopted 
for performance enhancement. Various comparative experiments 
are conducted on 28 test MOPs and our empirical results validate 
the effectiveness and competitiveness of our proposed algorithm 
in solving MOPs of different types. 
 

Index Terms—Artificial immune system, multiobjective opti-
mization problems, hybrid evolution, elitism strategy. 
 

I. INTRODUCTION 

ANY  scientific and engineering applications give rise to 
problems that require the simultaneous optimization of 
several (often conflicting) objectives. They are called 

multiobjective optimization problems (MOPs), and their solu-
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tion consists not of a single solution, but of a set of them, 
representing the trade-offs among the objectives. Such solu-
tions conform the so-called Pareto-optimal set (PS). The cor-
responding objective vectors of PS are called the Pare-
to-optimal front (PF) [1].  

During the last two decades, evolutionary algorithms (EAs) 
have been widely used to solve MOPs, because of their gener-
ality (they require little specific domain information) and 
because of their population-based search nature, which allows 
them to produce multiple Pareto-optimal solutions in a single 
run [2]. The best-known state-of-the-art multiobjective EAs 
(MOEAs) include NSGA-II [2], SPEA2 [3], and MOEA/D [4]. 
NSGA-II adopts a fast nondominated sorting approach com-
bined with a crowded-comparison operator and an elitist 
strategy. This nondominated sorting approach is recently im-
proved by using more efficient approaches [5]-[6]. SPEA2 uses 
a fine-grained fitness assignment strategy and a density esti-
mation technique based on clustering. MOEA/D decomposes 
MOPs into a set of single-objective optimization subproblems 
and then optimizes them simultaneously. In recent years, many 
new approaches have been proposed to speed up convergence 
and to improve diversity of MOEAs [7]-[17]. Regarding con-
vergence speed up, Tan et al. [7]-[8] proposed an adaptive 
mutation operator and an enhanced exploration strategy, Adra 
et al. [9] developed a convergence acceleration operator, and 
Yu et al. [10] presented a trade-off approach to switch between 
coarse local search and fine local search. Regarding the en-
hancement of population diversity, Ishibuchi et al. [11] pro-
posed a non-geometric binary crossover, Zhan et al. [12] pre-
sented a new optimization framework for MOPs based on the 
use of multiple populations, Li et al. [13] reported a stable 
matching model for the individuals and subproblems in 
MOEA/D, and Gee et al. [14] designed an online diversity 
metric to measure the diversity loss caused by any individual in 
the population. Additionally, other nature-inspired heuristic 
algorithms have also been modified to solve MOPs, including 
coevolutionary algorithms [18], [19], scatter search [20], par-
ticle swarm optimization (PSO) [21], [22] and artificial im-
mune systems [23]-[25]. 

Compared with MOEAs, multiobjective immune algorithms 
(MOIAs) have shown some advantages related to an improved 
convergence speed and maintaining a better population diver-
sity [23]. Specifically, MOIAs are characterized by the clonal 
selection principle, in which only a small proportion of indi-
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viduals with better convergence and diversity are proliferated 
to produce multiple clones [23]-[25]. Then, each clone is 
evolved by hypermutation to search for the better individuals. 
In this way, superior individuals have more opportunities for 
evolving, which helps to speed up convergence. However, most 
MOIAs only adopt a single hypermutation operator to evolve 
each clone [23]-[25], which may induce some difficulties in 
solving complicated MOPs (e.g., complicated unconstrained 
MOPs such as the Unconstrained Functions (UF) in [26]). This 
may be due to the fact that a single hypermutation operator will 
have difficulties to achieve a proper balance between proximity 
and diversity. This conforms to the no-free-lunch theorem 
which states that a single search strategy cannot have the best 
performance in terms of both proximity and diversity [27]. This 
motivated us to study whether multiple search strategies can be 
combined in MOIAs so that their search patterns can comple-
ment each other. Therefore, in this study, we propose a novel 
Hybrid Evolutionary framework for MOIAs (named HEIA), in 
which the cooperation of multiple evolutionary strategies 
allows us to combine their advantages and overcome the in-
herent limitations of adopting a single strategy. Our proposed 
approach is more capable of maintaining the trade-off between 
proximity and diversity, and, consequently, has a better per-
formance than other multiobjective optimization algorithms 
when dealing with different types of MOPs. To validate the 
effectiveness of our hybrid framework, an implementation 
example is proposed, which considers simulated binary cross-
over (SBX) [28] and differential evolution (DE) [29] followed 
by polynomial-based mutation as two evolutionary strategies. 
The main features of our proposed HEIA are the following: 

(1) The cloned population is randomly divided into several 
subpopulations, which will be subject to different evolutionary 
strategies, separately. This hybrid framework with multiple 
evolutionary strategies is different from the traditional MOIAs 
that only apply one hypermutation operator on the cloned 
population. The cooperation of multiple evolutionary strategies 
in our scheme can overcome the inherent limitations of using a 
single strategy, and enhances the exploratory capability and 
robustness of our proposed approach, thus allowing it to handle 
a wide variety of MOPs. 

(2) Two evolutionary strategies are included in HEIA. The 
first one adopts SBX followed by polynomial-based mutation. 
This strategy is found to perform well on simple MOPs with 
independent decision variables. The second strategy applies DE 
crossover and polynomial-based mutation, and is especially 
effective for complicated problems with variable linkages (i.e., 
parameter dependencies) [29]. These two evolutionary strate-
gies can complement each other by exploiting their advantages 
and it is experimentally shown that they perform better than the 
separate use of any of them. 

(3) A fine-grained selection mechanism and a novel elitist 
sharing strategy are adopted in HEIA. After the hybridized 
evolution from item (2) shown above is undertaken, the sub-
populations are combined with an elitist archive and a fi-
ne-grained selection mechanism proposed in our previous work 
[25], with the aim of preserving the nondominated individuals 
found in the elitist archive. An elitist sharing strategy is then 

operated by selecting some less-crowded individuals (measured 
by the crowding distance metric [2]) from the elitist archive. 
Such individuals are cloned and divided into different subpop-
ulations for independent evolution in the next generation. In 
this way, the search experience of one subpopulation can be 
shared by another subpopulation. 

The improvements of the proposed hybrid framework are 
also validated with an experimental study. To have a compre-
hensive evaluation of the performance of our proposed HEIA, 
four different test suites were adopted. Such problems are the 
Zitzler-Deb-Thiele (ZDT) test suite [30], the Walking Fish 
Group (WFG) test suite [31], the Deb-Thiele-Laumanns-Zitzler 
(DTLZ) test suite [32] and the UF test suite adopted at the 
competition held at the 2009 IEEE Congress on Evolutionary 
Computation (CEC’2009) [26]. When compared with various 
nature-inspired multiobjective algorithms, i.e., two state-of-the 
-art MOEAs (NSGA-II [2] and SPEA2 [3]), an Archive-based 
hYbrid Scatter Search algorithm (AbYSS) [20], MOEA/D [29], 
a novel PSO-based multiobjective algorithm (SMPSO) [33] 
and three MOIAs (NICA [23], NNIA [24], and MIMO [25]), 
HEIA has been found to be advantageous in terms of conver-
gence speed and population diversity. The effectiveness of the 
proposed hybrid evolutionary strategy and the influence of the 
parameters settings on its performance are also studied ex-
perimentally, which further confirm the improvements yielded 
by HEIA. 

The remainder of this paper is organized as follows. In Sec-
tion II, the related work of MOPs and MOIAs is provided. In 
Section III, the proposed hybrid framework and its implemen-
tation example are described in detail. Section IV presents the 
experimental results of HEIA, when compared to other multi-
objective metaheuristics. Our conclusions and some possible 
paths for future work are described in Section V. 

II. RELATED WORK 

A. Multiobjective Optimization Problems 

Multiobjective optimization problems naturally arise in 
many practical applications, which are aimed at optimizing 
multiple, possibly conflicting objectives, simultaneously. 
Without loss of generality, we formulate the general multi-
objective problem as follows. 

Min
x 1 2( ) ( ( ), ( ),..., ( ))T

mF f f fx x x x     (1) 

where 1 2( , ,..., )nx x xx  is an n-dimensional decision vector 
bounded in the decision space  , the mapping function F: 

mR   defines m objective functions and mR  is called the 
objective space. However, since the objectives may be in con-
flict with each other, the optimization of one objective can 
result in the deterioration of another objective. Normally, no 
single solution can optimize all the objectives simultaneously. 
The best trade-offs among the objectives can be properly at-
tained by using the definition of Pareto optimality [27]. 

Definition 1 (Pareto-dominance): A decision vector x  is 
said to dominate another decision vector y (noted as x≻	 y) if 
and only if 
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Definition 2 (Pareto-optimal): A solution x  is said to be 
Pareto-optimal if and only if 

: y  y ≻ x .        (3) 

Definition 3 (Pareto-optimal set): the set PS includes all 
Pareto-optimal solutions, defined by 

     { | :  x yPS  y ≻ x } .     (4) 

Definition 4 (Pareto-optimal front): The set PF includes the 
values of all the objective functions corresponding to the Pa-
reto-optimal solutions in PS. 

1 2{ ( ) ( ( ), ( ),..., ( )) | }.T
mF f f f  x x x x xPF PS   (5) 

 In this paper, the best solutions (possibly sub-optimal) pro-
duced by an algorithm can also be treated as a PF, when the 
true PF defined in (5) is unavailable in practical cases. To 
distinguish these two types of PF, truePF  is used to refer to the 
true (or optimal) PF as defined in (5), while knownPF  is em-
ployed to represent the best solutions produced by an algo-
rithm. 

B. Immunology Terms in MOIAs 

As MOIAs are designed based on the principles and pro-
cesses of biological immune systems [34]-[35], some immu-
nological terms used in MOIAs are introduced next in order to 
better understand them.  

Definition 5 (Antigen): An antigen refers to the problem and 
constraints to be solved, e.g., the minimization problem F(x) in 
(1). 

Definition 6 (Antibody): An antibody refers to a candidate 
solution of the target problem, e.g., the decision variable x in 
(1). 

 Definition 7 (Affinity): Affinity usually represents the ob-
jective function values or the fitness measurement of the 
problem related to a candidate solution. 

To mimic the clonal selection principle, MOIAs usually ap-
ply the cloning operator, which generates copies of the anti-
bodies that are selected due to their better affinities. After that, 
hypermutation (which refers to applying a mutation operator at 
a high rate), is applied on each clone to alter the decision var-
iables. This process is aimed at searching the antibodies with 
better affinities and achieving affinity maturation (i.e., indi-
viduals that represent better solutions). The set of antibodies is 
called an antibody population. Using the definition of Pare-
to-dominance, an antibody is called a nondominated antibody 
when it is not dominated by any other antibodies in the popu-
lation. 

C. Related Work on MOIAs 

The first MOIA was reported in [36], and incorporated the 
concept of antibody-antigen affinity into a standard genetic 

algorithm to modify its fitness assignment mechanism. After-
wards, many other MOIAs were designed, most of which have 
a superior performance. Based on the special features inspired 
by the immune system, MOIAs can be classified into three 
categories: clonal selection approaches, immune network 
approaches and hybrid approaches (i.e., combinations of an 
immune system with another heuristic). 

A multiobjective immune system algorithm (MISA) based 
on clonal selection was proposed in [37]. In this approach, only 
the antibodies with high affinities are proliferated to generate 
multiple clones, and an adaptive grid is used to maintain di-
versity. The performance of MISA was further improved in 
[38]-[40]. An immune dominance clonal multiobjective algo-
rithm (IDCMA) was introduced in [41]. This approach adopts 
the antibody-antibody affinity to reflect the similarity among 
antibodies. This guides the cloning operator to select an effec-
tive search region (i.e., the least-crowded region). This ap-
proach was further extended to solve dynamic MOPs [42] and it 
was improved in [24]. A novel MOIA using a multiple-affinity 
model was presented in [43]. This approach adopts six 
measures for affinity assignment, where cloning, hypermuta-
tion and immune suppression were applied according to such 
affinity measurements. In this case, immune suppression refers 
to removing similar antibodies in both variable and objective 
space.  

On the immune network approach, a vector artificial immune 
system (VAIS) [44], [45] was extended from the artificial 
immune network algorithm (opt-aiNet) [46] to solve MOPs. In 
this case, two evolutionary loops are performed. The inner loop 
is aimed at exploiting the search space while the outer one is 
aimed to avoid the redundancy produced by similar antibodies 
(suppression is used to avoid such redundancy). A novel 
weight-based MOIA was presented in [47]. This approach 
adopts a random-weighted sum method as its fitness assign-
ment scheme, combined with a new truncation algorithm that 
eliminates similar individuals. Its authors claimed that this 
approach has a low computational complexity and is able to 
obtain a well-distributed knownPF . 

Regarding hybrid approaches, one called immune-inspired 
Pareto archived evolution strategy was introduced in [48]. In 
this approach, two hypermutation operators are combined to 
solve a MOP extracted from ab initio protein structure predic-
tion problems. An evolutionary artificial immune algorithm 
designed for solving MOPs was reported in [49]. This approach 
combines the global search capabilities of EAs with the learn-
ing capabilities of artificial immune systems. A novel immun-
ity-based hybrid evolutionary algorithm was proposed in [50] 
to tackle both unconstrained and constrained MOPs. This 
approach uses a sorting scheme featuring uniform crossover, 
multi-point mutation, and crowding distance sorting, to effi-
ciently approximate truePF . 
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Fig. 1 The proposed framework of HEIA 

Algorithm 1: Initialization 

1 set g = 0;                  //generation number 
2 for i = 1 to N 
3     for j = 1 to n 
4         () ( )ij i i ix l rand u l    ;  //initialize each variable of ix  
5      end for 
6 evaluate the objective functions; 
7 end for 
8 add the nondominated antibodies to the elitist archive E; 
9 calculate the crowding distance for each antibody in E; 

In recent years, several new MOIAs with competitive per-
formance have been proposed. For example, a dynamic MOIA 
was introduced in [51] for constrained nonlinear MOPs and it 
was extended for its use in greenhouse control [52]. A hybrid 
immune multiobjective algorithm (HIMO) was proposed in 
[53]. This approach uses a hybrid operator combining Gaussian 
and polynomial-based mutation. It was further improved by 
using an adaptive mutation operator [25] and a novel adaptive 
DE operator [54] with a fine-grained selection mechanism. A 
novel immune clonal algorithm (NICA) [23] was reported to 
solve complex MOPs. This approach adopts a full cloning 
scheme and a novel antibody population updating operation 
after clonal selection. 

However, in the above-mentioned MOIAs, most of them 
only adopt a simple hypermutation operator to evolve the 
antibodies, e.g., [23], [47], [51], [52] only use a hypermutation 
operator while [24], [25], [43], [53] utilize a combination of one 
crossover operator with a mutation operator. The use of simple 
evolutionary operators in MOIAs may lead to a monotonous 
search pattern, which makes the existing MOIAs incapable of 
tackling complicated MOPs (e.g., the UF test problems [26]). 
Actually, hybrid mutation approaches have been investigated in 
immune algorithms [48], [53], [55], [56], with promising re-
sults. Working in this same direction, this paper presents a 
general hybrid evolutionary framework for MOIAs, which 
adopts different search strategies to complement each other, 
thus providing superior performance. The cooperation of hy-
brid evolutionary strategies can overcome the inherent limita-
tions of using a single strategy, and is expected to be better and 
more robust when solving different types of MOPs. To the best 
of our knowledge, this is the first attempt to construct a hybrid 
evolutionary framework for MOIAs. For MOEAs, some hybrid 
frameworks have been proposed, e.g., Sindhya et al. [57] 
introduced a hybrid framework for MOEAs, which uses a local 
search module to speed up convergence. Tang and Wang [58] 
proposed a novel hybrid MOEA, which incorporates the con-
cepts of personal best and global best in particle swarm opti-
mization and multiple crossover operators. The differences 
between HEIA and existing hybrid MOEAs are the following. 
One natural difference is that cloning is performed in HEIA, 
which generates multiple copies of the high-affinity antibodies 
to be evolved, while existing hybrid MOEAs generally evolve 

the entire population. The other one is that the proposed hybrid 
operators in HEIA are modified for MOIAs, e.g., SBX and DE 
crossover are applied by selecting parent antibodies only from 
the chosen high-affinity antibodies, while the evolutionary 
operators in existing hybrid MOEAs usually select parents 
from the entire population. To describe our proposed hybrid 
framework in a better way, an implementation example is also 
included in this study and some experiments are carried out to 
assess its performance.  

III. THE PROPOSED FRAMEWORK AND IMPLEMENTATION 

The framework of HEIA is shown in Fig. 1, where s is the 
number of subpopulations. HEIA starts by initializing the 
population and by setting some relevant parameters. After that, 
cloning is performed to get multiple copies of the selected 
individuals (those with high affinity values). The clones are 
then randomly divided into the equal-size subpopulations, 
which are independently evolved using different evolutionary 
strategies in order to increase their affinities. The multiple 
evolutionary strategies can search various directions in solution 
space and avoid the inherent limitation of using a single strat-
egy. Finally, an elitist archive is used to collect all the non-
dominated antibodies found by the subpopulations, which 
enables each subpopulation to share their search results in the 
next iteration. Any effective evolutionary operators designed 
for MOPs can be used in this hybrid framework. 

According to the framework of HEIA shown in Fig. 1, the 
antibodies will undergo four important procedures, i.e., cloning, 
evolution, elitist archive and selection, to approximate truePF . 
In order to validate the effectiveness of the proposed frame-
work, an implementation example is given here by using two 
groups of well-known evolutionary operators. One is SBX 
followed by polynomial-based mutation, which is adopted in 
some of MOEAs and MOIAs using the real-value variables [2], 
[3], [24], [25], [43]. The other one is DE crossover plus poly-
nomial-based mutation, which is especially effective for solv-
ing some complicated MOPs with variable linkages [29], [59], 
[60]. At first, the pseudo-code of initialization is given in 
Algorithm 1, where N is the population size, n is the number of 
decision variables in each solution, iu  and il  are respectively 
the lower and upper bounds of the i-th decision variable, 

()rand returns a uniformly distributed random number in [0, 1]. 
All the nondominated antibodies in the initial population are 
added to the elitist archive E and their crowding distances [2] 
are computed. The implementation details of the other main 
procedures are described below.  



 
 

5

A. Cloning  

In biological immune systems, cloning refers to an asexual 
propagation mechanism, which generates a group of identical 
cells from a single common ancestor [24]. In MOIAs, cloning is 
simulated by cloning the high-affinity antibodies to perform 
hypermutation. In this study, it is noted that the affinity value of 
an antibody is assigned as the crowding-distance value [2], so 
that high-affinity antibodies are those located in less-crowded 
regions of the search space. Analogously to the cloning oper-
ators reported in [24], [25], [53], in this paper, only a small 
proportion of high-affinity antibodies from the elitist archive 
are cloned. This aims to promote the exploration of 
less-crowded regions of the search space in order to attain a 
better distribution of solutions along the current knownPF . Let us 
assume that the antibodies with higher affinities that have been 
selected for cloning are denoted by 1 2[ , ,..., ]NAA a a a , where 
NA is the number of selected individuals. The cloning operator 

CT  can be formulated as follows. 

1 2( ) [ ( ), ( ),..., ( )]C C C C NAT A T a T a T a     (6) 

where ( ) ( 1,2,..., )C i i iT a q a  i NA    is to reproduce iq  cop-
ies of ia . Here, the value of iq is set as follows. 

1

( )

( )
i

i NA

jj

fit a
q N

fit a


 
  
 
 

       (7) 

where ( )ifit a  is the affinity value of antibody ia  and N is the 
population size. The affinity value of antibody ia  can be ob-
tained as follows. 

1

( )
( )

max min

m
j i

i
j j j

fit a
fit a

f f


       (8) 

where maxjf  and minjf  are, respectively, the maximum and 
minimum values of the j-th objective obtained by the current 
population, and 

( ) 1 ( ) 1

, if ( ( ) min) ( ( ) max);
( )

( ) ( ), otherwise;

j i j j i j

j i

j I i j I i

f a f  or f a f
fit a

f a f a   

      
(9) 

where ( )( )j I if a   is to sort the antibodies according to the j-th 
objective in descending order and ( )I i  is the new index of ia  
after sorting. As the affinity values of boundary antibodies are 
set to   in (9), it is not applicable to get the clone number in 
(7). In this case, it is set as the double of the maximum affinity 
value except for the boundary antibodies [24], [25], [53]. 

B. Evolutionary Strategies 

In our proposed framework, the clones are randomly divided 
into multiple subpopulations following a uniformly random 
distribution. Then, multiple subpopulations are evolved sepa-
rately by using multiple evolutionary strategies. The use of 
multiple evolutionary strategies in the hybrid framework mit-
igates the risk of using a single strategy, which may be inap-
propriate or ineffective for a particular problem. This phe-
nomenon is validated in the experimental studies described in 
Section IV.F. This hybrid strategy enhances the global search 
capability of HEIA as well as its robustness when solving 
different types of complicated MOPs. Here, two groups of 

evolutionary operators are used to illustrate the behavior of our 
hybrid framework. 
1. Evolution 1  

In this phase, simulated binary crossover (SBX) followed by 
polynomial-based mutation are adopted. SBX is an important 
recombination operator adopted in several MOEAs and MOIAs 
using real-valued variables [2], [3], [24], [25], [43]. Let us 
assume that the antibody population after cloning is denoted by 

1 2[ , ,..., ]NC c c c , where N is the population size. For each 
individual 1 2( , ,..., )nx x xx  in C, the other parent 1 2( , ,y yy
..., )ny  is randomly selected from A  (these are the antibodies 
selected from the elitist archive for cloning). Let iw  and iv  (i = 
1, 2,…, n) be max( , )i ix y  and min( , )i ix y , respectively. The 
SBX operator was originally defined in [28]. Here, a few 
modifications were made for improving its performance [61]. It 
works as follows. 

            0
00.5[( ) ( )]i i i i iz w v w v         (10) 

1
10.5[( ) ( )]i i i i iz w v w v         (11) 

where 0
iz  and 1

iz  are two decision variables of the generated 
child antibodies, and ( 0,1)j j   are obtained as follows. 

1/ ( 1),

1/ ( 1),

1
,          if 

 
1

,    otherwise
2

j j j
j

j

j j

r a r
a

r a









   
  
 
    

    (12) 

where ( 0,1)jr j   are uniformly distributed random numbers 
in [0, 1];  is a crossover distribution index, a larger value of 
which will generate child solutions near to the parent solutions 
with a higher probability; ( 0,1)ja j   are defined as follows 
(assuming that i iw v ). 

( 1)

( 1)

2 1 2   0;

2 1 2   1;

i i

i i

j

i i

i i

v l
j

w v
a

u w
j

w v





 

 

             
           

   (13) 

where il  and iu  are the lower and upper bounds of the i-th 
decision variables, respectively. After applying SBX, a new 
antibody 1 2( , ,..., )nx x x   x  is reorganized by randomly as-
signing ix  with 0

iz  or 1
iz  (i = 1, 2,…, n). 

Then, the new antibody x  is further permuted by using 
polynomial-based mutation, defined as 

( ),   1, 2,...,i i i ix x u l i n         (14) 

where ix  and ix  are the i-th decision variables after and before 
mutation, respectively;  is a small variation, generated by 

 

1
1 1

1

1
1 1

2

2 (1 2 ) 1,            if  0.5

1 2(1 ) (2 1) ,    otherwise

r r r

r r

 

 






 

 


       
       

  (15) 

where r is a uniformly distributed random number in [0, 1] and 
  is a mutation distribution index. A larger value of   gen-
erates smaller variances on average. The values of 1  and 2  
are defined as 
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Algorithm 2: Selection(P1, P2 , E) 

1 collect P1, P2 into E; 
2 for i =1 to | |E  
3     for j = i+1 to | |E  
4         if ( jE ≻ iE )  //Pareto domination in (2) 
5              mark iE  as a dominated individual; 
6    else if ( iE ≻ jE ) 
7              mark jE  as a dominated individual; 
8         end if 
9      end for 
10 end for 
11 delete the dominated solutions from E; 
12 if ( | |E EN )   
13     calculate the crowding distance [2] for each individual in E; 
14     while( | |E EN ) 
15 delete one individual with smallest crowding distance; 
16           recalculate the crowding distance [2] for each individual in E;
17     end while 
18 end if 

Algorithm 3: The complete algorithm HEIA 

1 Initialization (Algorithm 1); 
2 while g<max_g 
3     sort the antibodies in E descendingly according to the affinities; 
4     select NA antibodies with high affinities; 

5 for i=1 to NA  
6         compute the clone number iq  for ia  using (7)-(9); 
7         for j=1 to iq     // subpopulation division 
8             if rand()<0.5   
9                 add ia  to P1;  
10     else 
11     add ia  to P2; 
12 end if 
13          end for 
14     end for 
15     evolve subpopulation P1 using evolution 1 (Section III.B.1); 
16     evolve subpopulation P2 using evolution 2 (Section III.B.2); 
17     Selection(P1, P2 , E) (Algorithm 2); 
18     g = g+1; 
19 end while 
20 output E; 

1
i i

i i

x l

u l


 



  and 2

i i

i i

u x

u l






     (16) 

At last, ix  is checked to see if it is still included in the 
boundary of the i-th decision variable. If not, ix  is set as the 
corresponding boundary value, as follows. 

   if  
  

  if  
i i i

i
i i i

l x l
x

u x u


    

      (17) 

2. Evolution 2 
Differential evolution is a very powerful recombination op-

erator, which is especially suitable for complicated problems 
with linkages in the decision variables [29], [59], [60]. It has 
been adopted to solve a wide variety of optimization problems, 
including multimodal optimization problems and MOPs. As-
suming that each individual in C is represented by 

1 2( , ,..., )nx x xx , a new antibody x  is generated as follows. 
1 2( )  if  

                           otherwise

r r
i i i

i

i

x F x x r CR
x

x

      


    (18) 

where F and CR are two control parameters; r is a uniformly 
distributed random number in [0, 1]; r1 and r2 are two uniformly 
distributed random integers for selecting two parents in the 
specified population P. In this study, two strategies for the 
selection of P are presented. The first one is to select two 
different parents from A , which encourages performing global 
search as the antibodies in A  are less-crowded in the elitist 
archive. The other one chooses two distinct parents from the 
neighbors of x , which is beneficial for searching the local area. 
Let us assume that the number of neighbors is T. In our scheme, 
the definition of neighbors consists in finding the T closest 
antibodies according to the value of one randomly chosen 
objective function. This set of neighbors is denoted by ( )N x . 
The selection of the parent population is controlled by a prob-
ability parameter  , defined by 

( )     if 

          otherwise

N r
P

A


 


x
      (19) 

After applying DE crossover, polynomial-based mutation 
defined in (14) is also adopted to permute the new antibody x . 

C. Elitist Archive and Selection 

After applying the two above evolutionary strategies, two 
subpopulations (P1 and P2) are collected into the elitist archive 
(E) and then Pareto-dominance [2] is applied to find the non-
dominated antibodies. With the evolution of multiple genera-
tions, the number of nondominated antibodies may be very 
large. Therefore, a proper selection mechanism is needed to 
limit the size of the elitist archive and for helping to guide the 
search direction towards truePF . In most of the current selection 
strategies, Pareto dominance is first employed to determine 
nondominated individuals and then the density estimation 
information is further adopted to maintain the population di-
versity [2], [3], [23]-[25]. In this study, a selection mechanism 
presented in our previous work [25] is adopted, which performs 
a fine-grained selection procedure for the nondominated anti-
bodies. Once the size of the elitist archive is larger than the 
predefined size EN , the most crowded individual is deleted and 
then the crowding-distance values of its neighbors are recal-
culated. The pseudo-code of this fine-grained selection mech-
anism is shown in Algorithm 2, where the inputs are the two 
resultant subpopulations P1 and P2 that have been respectively 
permutated by the two above evolutionary strategies, as well as 
the elitist archive E. This selection procedure will finally 
maintain EN  nondominated solutions in the elitist archive E.  

D. The Full Algorithm HEIA 

The above subsections have introduced the main components 
of HEIA, i.e., cloning, evolutionary strategies, elitist archive 
and selection. Other implementation details are described in the 
pseudo-code of HEIA, as illustrated in Algorithm 3, where g 
and max_g respectively denote the current generation and the 
maximum number of generations, and rand() returns a uni-
formly distributed random number in [0, 1]. 

After the initialization described in Algorithm 1, HEIA en-
ters the loop of the evolutionary process until the maximum 
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TABLE I 
PARAMETERS SETTINGS OF ALL THE ALGORITHMS COMPARED 

Algorithms Parameter settings

NSGA-II  N=100, cp =0.9, mp =1/n, c =20, m =20 
SPEA2  N=100, cp =0.9, mp =1/n, c =20, m =20 
AbYSS  N=100, RefSet1 10N  , RefSet2 10N  , cp =0.9, mp =1/n, c =20, m =20 

MOEA/D  N=100, CR=1.0, F=0.5, mp =1/n, m =20, T=20,  =0.9, rn =2 
SMPSO  1 [1.5, 2.5]C  , 2 [1.5, 2.5]C  , mp =1/n, m =20 
NICA  N=100, R = 4, mp =1/n 

NNIA  N=100, 20NA , cp =1.0, mp =1/n, c =20, m =20 
MIMO  N=100, 20NA , cp =1.0, mp =1/n, c =20, A=0.1, B=3.0 
HEIA  N=100, 20NA , cp =1.0, mp =1/n, c =20, m =20, CR=1.0, F=0.5, T=20,  =0.9 

 
number of generations, max_g, is achieved. At first, NA anti-
bodies with high affinities are picked out from the elitist ar-
chive E, by sorting the antibodies descendingly according to 
their affinities. Then, each selected antibody ia (i=1,2,…,NA) 
is reproduced by cloning iq  copies, and each clone is randomly 
assigned to two subpopulations P1 and P2 in lines 7-13. After 
that, two subpopulations P1 and P1 are respectively permutated 
using evolution 1 and evolution 2 as described in Sections 
III.B.1 and III.B.2. At last, the mutant subpopulations P1, P2 
and the original archive E are used as the input to run Algo-
rithm 2, which will keep EN  nondominated solutions in E. 
The above evolutionary phase will be repeated until the (pre-
defined) maximum number of generations, max_g, is reached. 
At the end of the algorithm, the nondominated solutions in E 
are reported as our final knownPF . 

IV. EXPERIMENTAL RESULTS 

A. Test Problems 

Several types of test problems are adopted to evaluate the 
performance of HEIA. First, the popular ZDT problems are 
used [30]. Due to their lack of features such as variable linkages 
and objective function multimodality, this test suite is not 
particularly challenging. Therefore, the bi-objective WFG and 
UF problems are also adopted as they are characterized by 
presenting convexity, concavity, discontinuity, non-uniformity 
and the existence of many local Pareto-optimal fronts [26], [31]. 
Moreover, the three-objective DTLZ test problems are used to 
further examine the performance of HEIA in handling MOPs 
with more than two objectives [32]. Thus, we used a total of 28 
test problems (ZDT1-ZDT4, ZDT6, WFG1-WFG9, UF1-UF7 
and DTLZ1- DTLZ7) in our experimental studies. This large 
set is comprehensive and sufficient to assess the performance of 
multiobjective algorithms. It is noted that for ZDT1-ZDT3 and 
all UF problems, the number of decision variables is 30, while 
the number of decision variables in ZDT4, ZDT6, all the WFG 
and the DTLZ problems is 10. In the WFG problems, their 10 
decision variables consist of 8 position parameters and 2 dis-
tance parameters. The details of the ZDT, WFG, UF and DTLZ 
test problems are available in [30], [31], [26] and [32], respec-
tively. 

B. Performance Measure 

The goal of MOPs is to find a uniformly distributed set that is 
as close to the truePF  as possible. As the inverted generational 
distance (IGD) metric [29] can examine convergence and 

diversity simultaneously, it is used to assess the performance of 
all the compared algorithms in our experimental studies. 

Let S be a set of solutions that are uniformly distributed 
along truePF  and let S   be the set of best solutions (i.e., 

knownPF ) that are found by an algorithm. The IGD value of S to
S  , i.e., ( , )IGD S S   is defined as 

| |

1
( , )

( , )
| |

S

ii
d S S

IGD S S
S




        (20) 

where | |S  returns the size of the set S  and ( , )id S S   denotes 
the minimum Euclidean distance in objective space between iS  
and the individuals in S  . IGD requires to know truePF  in 
advance. The subsets of truePF  adopted in our experiments can 
be found in http://jmetal.sourceforge.net/problems.html. In 
general, a lower value of ( , )IGD S S   is preferred as it indi-
cates that S   obtains a more even coverage of truePF  and is 
closer to truePF . 

C. Experimental Settings 

In our experiments, in order to assess the performance of 
HEIA, we compared it with respect to several types of na-
ture-inspired heuristic algorithms for solving MOPs, including 
NSGA-II [2], SPEA2 [3], AbYSS [20], MOEA/D [29], and 
SMPSO [33]. Moreover, we also compared HEIA with respect 
to three recently proposed MOIAs, i.e., NICA [23], NNIA [24] 
and MIMO [25]. All the algorithms have shown a competitive 
performance when solving MOPs. Thus, a comparison of our 
results with those produced by such algorithms should provide 
a comprehensive performance assessment for the proposed 
HEIA algorithm.  

The parameters settings of the compared algorithms were 
established as recommended in their original references  [2], [3], 
[20], [23]-[25], [29], [33], as summarized in Table I. It is worth 
noting that the parameters of the compared algorithms were 
properly tuned to solve most of the MOPs adopted in our 
experimental studies. To allow a fair comparison, the parame-
ters of HEIA were set according to those of the compared 
algorithms. In Table I, N is the population size; cp  is the 
crossover probability and mp  is the mutation probability; c  
and m  are the distribution indexes of SBX and polynomial 
mutation, respectively. For AbYSS, RefSet1N  and RefSet2N  are 
the sizes of RefSet1 and RefSet2, respectively. In MOEA/D, T 
defines the size of the neighborhood in the weight coefficients, 
  controls the probability that parent solutions are chosen 
from T neighbors and rn  is the maximum number of parent 
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TABLE II 
COMPARISON OF RESULTS ON THE ZDT TEST PROBLEMS 

Algorithms 
Problems NSGA-II SPEA2 AbYSS MOEA/D SMPSO HEIA 

ZDT1 
Mean 4.95E-03 4.26E-03 3.90E-03 1.75E-02 3.68E-03 3.90E-03 
Std 1.89E-04 1.09E-04 1.16E-04 5.51E-03 2.61E-05 6.57E-05 

Rank 5－ 4－ 3≈ 6－ 1 + 2 

ZDT2 
Mean 5.06E-03 4.64E-03 4.24E-03 1.33E-02 3.81E-03 3.96E-03 
Std 2.17E-04 1.86E-03 2.15E-03 5.41E-03 3.24E-05 5.23E-05 

Rank 5－ 4－ 3－ 6－ 1 + 2 

ZDT3 
Mean 5.68E-03 5.93E-03 1.91E-02 6.04E-02 4.48E-03 4.43E-03 
Std 2.96E-03 5.11E-03 2.38E-02 2.27E-02 2.53E-04 5.41E-05 

Rank 3－ 4－ 5－ 6－ 2 ≈ 1 

ZDT4 
Mean 7.28E-03 1.98E-02 1.05E-02 3.12E-01 3.77E-03 3.87E-03 
Std 2.14E-03 2.51E-02 1.73E-02 2.34E-01 4.44E-05 2.00E-04 

Rank 3－ 5－ 4－ 6－ 1 + 2 

ZDT6 
Mean 8.29E-03 1.55E-02 3.04E-03 2.45E-03 3.03E-03 3.02E-03 
Std 8.47E-04 2.32E-03 1.13E-04 7.09E-04 1.93E-04 1.29E-04 

Rank 5－ 6－ 4 ≈ 1 + 3 ≈ 2 
Rank Sum 21 23 19 25 8 9 
Final Rank 4 5 3 6 1 2 

better/worse/similar 0/5/0 0/5/0 0/3/2 1/4/0 3/0/2 / 

 “+”, “－”, and ‘≈’ indicate that the results obtained by the algorithm are significantly better than, worse than, and 
similar to the ones obtained by HEIA using Wilcoxon’s rank sum test with a significant level =0.05, respectively.                      

(a) ZDT1-HEIA     (b) ZDT2-HEIA       (c) ZDT3-HEIA      (d) ZDT4-HEIA      (e) ZDT6-HEIA 

(f) ZDT1-MOEA/D       (g) ZDT2-MOEA/D    (h) ZDT3-MOEA/D    (i) ZDT4-MOEA/D    (j) ZDT6-MOEA/D 
 

Fig. 2 The nondominated solution sets found by HEIA and MOEA/D on the ZDT problems 
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solutions that are replaced by each child solution. 1C  and 2C  
are two control parameters randomly picked within the range 
[1.5, 2.5] in SMPSO. For NNIA, MIMO and HEIA, NA is the 
size of selected antibodies for cloning proliferation. A and B are 
the two control parameters used in the adaptive mutation op-
erator of MIMO and R is the clonal rate in the entire cloning of 
NICA. The external archive size EN  is usually set to the same 
value as N.  

It is noted that the settings of N and NA listed in Table I are 
only applied for the ZDT problems and that the maximum 
number of function evaluations was set to 25000. When han-
dling other MOPs, the population size and the maximum 
number of function evaluations were adjusted based on the 
difficulty and complexity of the MOP to be solved. For solving 
the more difficult WFG and three-objective DTLZ test prob-
lems, the population sizes were set to 200 and 500, respectively. 
In this case, the maximum number of function evaluations was 
set to 105. As the UF problems are extremely complicated, all 
the algorithms adopted a population size of 300 and the max-
imum number of function evaluations was set to 53 10 . The 

settings of RefSet1N , RefSet2N  and NA on these test problems 
were proportionally adjusted with the population size N. The 
rest of the parameters settings were the same as listed in Table I. 
All the experiments were run 100 times (using different random 
seeds), the mean IGD values and the corresponding standard 
deviations (std) of which were collected for comparison. The 
best results are identified in boldface in the comparison tables. 
Moreover, in order to have a statistically sound conclusion, the 
Wilcoxon’s rank sum test was further conducted to assess the 
statistical significance of the difference between the results 
obtained by HEIA and those obtained by the other algorithms 
with a significance level  =0.05.  

D. Comparisons of HEIA with NSGA-II, SPEA2, AbYSS, 
MOEA/D and SMPSO 

1) Comparisons on the ZDT Test Problems 

Table II provides the experimental results of all the algo-
rithms on the ZDT problems. The results show that NSGA-II, 
SMPSO and HEIA were able to find good approximations of 

truePF  for all the ZDT problems as the corresponding mean 
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TABLE III 
COMPARISON OF RESULTS ON THE WFG TEST PROBLEMS 

Algorithms 
Problems NSGA-II SPEA2 AbYSS MOEA/D SMPSO HEIA 

WFG1 
Mean 6.29E-01 1.22E+00 1.29E+00 1.60E-02 6.20E-02 6.15E-03 
Std 2.18E-01 2.07E-01 2.41E-01 7.81E-03 1.51E-01 1.76E-04 

Rank 4－ 5－ 6－ 2－ 3－ 1 

WFG2 
Mean 1.04E-01 9.33E-02 1.77E-01 4.44E-02 4.81E-03 7.82E-02 
Std 7.35E-02 6.53E-02 7.91E-02 2.61E-02 2.73E-04 7.54E-02 

Rank 5－ 4－ 6－ 2 ≈ 1 + 3 

WFG3 
Mean 7.40E-03 6.07E-03 6.08E-03 6.73E-03 5.52E-03 5.79E-03 
Std 3.39E-04 4.01E-04 9.31E-04 6.41E-06 6.52E-04 4.17E-04 

Rank 6－ 3－ 4 ≈ 5－ 1 + 2 

WFG4 
Mean 6.90E-03 6.26E-03 5.11E-03 8.07E-03 6.74E-03 5.46E-03 
Std 3.91E-04 1.76E-04 1.33E-04 1.33E-03 3.68E-04 1.64E-04 

Rank 5－ 3－ 1 + 6－ 4－ 2 

WFG5 
Mean 6.54E-02 6.49E-02 6.47E-02 6.54E-02 6.53E-02 6.50E-02 
Std 3.07E-03 3.19E-03 3.26E-03 1.68E-04 8.85E-04 3.19E-03 

Rank 6－ 2 + 1 + 5－ 4－ 3 

WFG6 
Mean 8.64E-03 1.27E-02 1.35E-02 7.59E-03 7.30E-03 7.07E-03 
Std 9.77E-04 6.86E-03 8.99E-03 4.01E-03 1.28E-03 1.17E-03 

Rank 4－ 5－ 6－ 3－ 2 ≈ 1 

WFG7 
Mean 8.72E-03 7.18E-03 7.71E-03 8.82E-03 5.78E-03 6.20E-03 
Std 4.79E-04 5.52E-04 2.65E-03 6.33E-04 8.73E-05 1.18E-04 

Rank 5－ 3－ 4－ 6－ 1 + 2 

WFG8 
Mean 2.26E-02 5.13E-02 6.79E-02 2.04E-02 2.70E-02 7.89E-03 
Std 3.28E-03 7.98E-03 7.25E-02 2.29E-03 3.65E-03 4.25E-04 

Rank 3－ 5－ 6－ 2－ 4－ 1 

WFG9 
Mean 7.96E-03 6.45E-03 7.15E-03 7.48E-03 7.86E-03 6.47E-03 
Std 3.89E-04 2.91E-04 2.31E-03 3.73E-04 7.83E-04 1.68E-04 

Rank 6－ 1≈ 3 ≈ 4－ 5－ 2 
Rank Sum 44 31 37 35 25 17 
Final Rank 6 3 5 4 2 1 

better/worse/similar 0/9/0 1/7/1 2/5/2 0/8/1 3/5/1 / 

 “+”, “－”, and ‘≈’ indicate that the results obtained by the algorithm are significantly better than, worse than, and 
similar to the ones obtained by HEIA using Wilcoxon’s rank sum test with a significant level =0.05, respectively. 

 
(a) WFG1-HEIA         (b) WFG1-MOEA/D      (c) WFG1-SMPSO 

   
(d) WFG1-NSGA-II        (e) WFG1-SPEA2           (f) WFG1-AbYSS 

Fig. 3 The nondominated solution sets found by all the algorithms on WFG1 
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values of IGD are under an accuracy level of 10-3. SPEA2 also 
obtained good approximations of truePF  on ZDT1, ZDT2 and 
ZDT3, while AbYSS performed well on ZDT1, ZDT2 and 
ZDT6. Although MOEA/D obtained the best performance on 
ZDT6, it gave the worst results on ZDT1-ZDT4. As ZDT3 has a 

truePF with multiple disconnections, AbYSS and MOEA/D 
failed to approach all the disconnected parts of truePF  in some 
runs. ZDT4 has many local Pareto-optimal fronts, which 
increases the difficulty in searching for truePF . SPEA2, AbYSS 
and MOEA/D could not effectively approach the truePF  of 

ZDT4. SPEA2 performed worse on ZDT6 as it has a 
non-uniform search space. Moreover, the Wilcoxon’s rank sum 
test indicates that HEIA performed similarly to AbYSS on 
ZDT1 and ZDT6, and to SMPSO on ZDT3 and ZDT6, respec-
tively. The last third row, labeled “Rank Sum” summarizes the 
ranks obtained by all the algorithms in solving all the ZDT 
problems, and the last second row labeled “Final Rank” shows 
the final ranks of all the algorithms according to “Rank Sum”. 
As observed from the “Final Rank” row, SMPSO and HEIA 
obtained the first and second ranks, respectively, while 
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TABLE IV 
COMPARISON OF RESULTS ON THE UF TEST PROBLEMS 

Algorithms 
Problems NSGA-II SPEA2 AbYSS MOEA/D SMPSO HEIA 

UF1 
Mean 7.30E-02 9.02E-02 9.37E-02 1.79E-03 6.39E-02 2.70E-03 
Std 1.14E-02 1.45E-02 2.86E-02 1.93E-04 9.38E-03 1.42E-04 

Rank 4－ 5－ 6－ 1 + 3－ 2 

UF2 
Mean 2.34E-02 2.55E-02 3.69E-02 6.53E-03 2.23E-02 5.81E-03 
Std 6.66E-03 6.15E-03 1.89E-02 1.74E-03 2.26E-03 4.98E-04 

Rank 4－ 5－ 6－ 2－ 3－ 1 

UF3 
Mean 1.17E-01 1.61E-01 2.31E-01 1.13E-02 1.18E-01 1.28E-02 
Std 2.93E-02 4.29E-02 7.98E-02 1.23E-02 3.81E-02 6.10E-03 

Rank 3－ 5－ 6－ 1 + 4－ 2 

UF4 
Mean 4.09E-02 4.12E-02 4.19E-02 6.09E-02 4.86E-02 3.77E-02 
Std 5.92E-04 6.70E-04 1.15E-03 4.96E-03 2.73E-03 7.49E-04 

Rank 2－ 3－ 4－ 6－ 5－ 1 

UF5 
Mean 2.23E-01 2.32E-01 2.80E-01 2.95E-01 1.17E+00 2.05E-01 
Std 4.22E-02 5.43E-02 5.69E-02 1.15E-01 4.91E-01 1.17E-01 

Rank 2－ 3－ 4－ 5－ 6－ 1 

UF6 
Mean 1.17E-01 1.37E-01 1.94E-01 1.95E-01 4.47E-01 1.52E-01 
Std 3.52E-02 6.37E-02 1.04E-01 1.73E-01 6.38E-02 8.47E-02 

Rank 1 ≈ 2+ 4－ 5 ≈ 6－ 3 

UF7 
Mean 6.51E-02 9.51E-02 2.28E-01 2.95E-03 2.15E-02 3.09E-03 
Std 8.31E-02 1.18E-01 1.49E-01 2.57E-03 2.54E-03 5.56E-04 

Rank 4－ 5－ 6－ 1 + 3－ 2 
Rank Sum 20 28 36 21 30 12 
Final Rank 2 4 6 3 5 1 

better/worse/similar 0/6/1 1/6/0 0/7/0 3/3/1 0/7/0 / 

“+”, “－”, and ‘≈’ indicate that the results obtained by the algorithm are significantly better than, worse than, and 
similar to the ones obtained by HEIA using Wilcoxon’s rank sum test with a significant level  =0.05, respectively.                      

  
     (a) UF1-HEIA        (b) UF1-SMPSO        (c) UF2-HEIA         (d) UF2-SMPSO 

Fig. 4 The nondominated solution sets found by HEIA and SMPSO on UF1 and UF2 
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MOEA/D obtained the last rank. The last row “bet-
ter/worse/similar” indicates the number of test problems in 
which the performance of the compared algorithm was better 
than, worse than or similar to that of HEIA. This row also 
indicates that HEIA performed worse than SMPSO, but it was 
better than any of the other algorithms. 

It is pointed out that when the IGD values are under an ac-
curacy level of 10-3, the found solution sets are uniform enough 
to closely approximate truePF . In Fig. 2, the knownPF  obtained 
by HEIA on all the ZDT problems are illustrated. As other 
compared algorithms also obtained mean IGD results under an 
accuracy level of 10-3 for some ZDT problems, their perfor-
mance was similar and, therefore, is relatively indistinguishable 
when graphed; however we plotted the results of MOEA/D in 
Fig. 2, which delivered the worst overall results, to give a sense 
of the range of solution qualities obtained. It is noted that only 
one final set that has the IGD value closest to the mean IGD 
value in 100 runs was plotted in Fig. 2. Except for SMPSO, 
which performed better than HEIA, all the other algorithms had 
a performance ranking located between HEIA and MOEA/D. 
As observed in Fig. 2, where the truePF  are identified with red 
color, the knownPF  found by HEIA have a uniform distribution 

along the truePF  on all the ZDT problems. For MOEA/D, it is 
found that the obtained sets of knownPF  are also distributed 
uniformly, but not so close to truePF , especially on ZDT4, 
which has many local Pareto-optimal fronts. These plots con-
firm that HEIA can consistently find an evenly distributed 

knownPF  to closely approach truePF  of all the ZDT problems, 
while MOEA/D fails to get a good approximation set for some 
ZDT problems. 

2) Comparisons on the WFG Test Problems 

In Table III, the comparisons on the WFG problems are il-
lustrated. As observed in Table III, HEIA performed best on 
WFG1, WFG6 and WFG8, while SMPSO obtained the best 
results on WFG2, WFG3 and WFG7. AbYSS provided the best 
performance on WFG4 and WFG5, while SPEA2 performed 
best on WFG9. The Wilcoxon’s rank sum test shows that HEIA 
achieved statistically similar results to SPEA2 on WFG9, to 
AbYSS on WFG3 and WFG9, to MOEA/D on WFG2, and to 
SMPSO on WFG6. As revealed by the “Final rank” row, HEIA 
performed best when considering all the WFG problems. 
SMPSO and SPEA2 obtained the second and third ranks, 
respectively. Moreover, MOEA/D, AbYSS and NSGA-II 
obtained the 4th, 5th, and 6th ranks, respectively. As the WFG 
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TABLE V 
COMPARISON OF RESULTS ON THE DTLZ TEST PROBLEMS 

Algorithms 
Problems NSGA-II SPEA2 AbYSS MOEA/D SMPSO HEIA 

DTLZ1 
Mean 2.18E-02 3.32E-02 2.53E-02 4.23E-02 1.28E-02 1.16E-02 
Std 1.98E-02 3.48E-02 5.12E-02 1.17E-01 3.82E-04 3.98E-04 

Rank 3－ 5－ 4－ 6 ≈ 2－ 1 

DTLZ2 
Mean 3.07E-02 2.38E-02 3.02E-02 2.82E-02 3.12E-02 3.08E-02 
Std 7.43E-04 2.76E-04 7.26E-04 1.76E-04 7.21E-04 7.57E-04 

Rank 4 ≈ 1 + 3 + 2 + 6－ 5 

DTLZ3 
Mean 5.04E-02 3.83E-01 3.67E-02 1.45E-01 3.10E-02 3.04E-02 
Std 1.95E-02 2.08E-01 1.63E-02 5.13E-01 5.73E-04 6.47E-04 

Rank 4－ 6－ 3－ 5 ≈ 2－ 1 

DTLZ4 
Mean 3.08E-02 2.09E-02 2.81E-02 1.87E-02 2.60E-02 3.24E-02 
Std 2.39E-03 1.52E-03 2.07E-03 6.04E-04 6.46E-03 2.33E-03 

Rank 5 + 2 + 4 + 1 + 3 + 6 

DTLZ5 
Mean 1.07E-03 8.73E-04 7.96E-04 1.85E-03 8.16E-04 8.44E-04 
Std 4.20E-05 3.41E-05 3.11E-05 2.06E-05 2.97E-05 3.29E-05 

Rank 5－ 4－ 1 + 6－ 2+ 3 

DTLZ6 
Mean 1.41E-01 2.75E-01 2.04E-02 1.72E-03 7.87E-04 7.96E-04 
Std 3.91E-02 2.09E-02 1.92E-02 7.27E-06 4.16E-05 4.17E-05 

Rank 5－ 6－ 4－ 3－ 1 ≈ 2 

DTLZ7 
Mean 3.05E-02 2.39E-02 1.20E-01 7.99E-02 3.35E-02 3.21E-02 
Std 8.03E-04 3.98E-04 1.37E-01 8.61E-02 1.53E-03 1.12E-03 

Rank 2 + 1 + 6 ≈ 5－ 4－ 3 
Rank Sum 28    25 25 28 20 21 
Final Rank 4    3 3 4 1 2 

better/worse/similar 2/4/1   3/4/0 3/3/1 2/3/2 2/4/1 / 

“+”, “－”, and ‘≈’ indicate that the results obtained by the algorithm are significantly better than, worse than, and 
similar to the ones obtained by HEIA using Wilcoxon’s rank sum test with a significant level  =0.05, respectively.                      

 
         (a) HEIA              (b) NSGA-II               (c) SPEA2 

Fig. 5 The nondominated solution sets found by HEIA, NSGA-II and SPEA2 on DTLZ3 
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problems are more difficult than the ZDT problems, the supe-
rior performance of HEIA on the WFG problems further con-
firms its advantages. 

In Fig. 3, we plotted the final nondominated sets obtained by 
all the algorithms on WFG1, as WFG1 seems to be the most 
difficult problem to solve, since some algorithms failed to reach 
a close knownPF  for it. One final set that has the IGD value 
closest to the mean IGD value obtained from 100 independent 
runs was plotted in Fig. 3. It is observed that the knownPF  of 
HEIA is distributed evenly along truePF . Although MOEA/D 
and SMPSO also produced the final sets of knownPF  close to 

truePF , such sets did not have a uniform distribution. NSGA-II 
and SPEA2 only approached half of truePF , while AbYSS 
failed to approximate truePF  in this case. 

3) Comparisons on the UF Series Problems 

Table IV lists our experimental results on the UF problems, 
which have very complicated Pareto-optimal sets and thus 
present more challenges to multiobjective algorithms. As 
observed in Table IV, HEIA performed best in three test 
problems, i.e., UF2, UF4, and UF5. MOEA/D obtained the best 
results on UF1, UF3 and UF7, while NSGA-II produced the 

best approximation on UF6. Moreover, the Wilcoxon’s rank 
sum test shows that HEIA obtained statistically similar results 
to NSGA-II and MOEA/D on UF6. Considering all the UF 
problems, HEIA performed best as it obtained the first rank in 
the “Final rank” row. Moreover, the last row in Table IV also 
indicates that HEIA performed better than NSGA-II, SPEA2, 
AbYSS, and SMPSO on most of the UF problems. Only 
MOEA/D obtained a similar performance to that of HEIA as it 
performed better in 3 out of 7 UF problems and had a similar 
performance in another one. The promising results on the UF 
problems also confirm the advantages of HEIA. 

In Fig. 4, we plotted the final nondominated sets obtained by 
some of the compared algorithms on UF1 and UF2. As the IGD 
values of NSGA-II, SPEA2, AbYSS and SMPSO on UF1 and 
UF2 are all under an accuracy level of 10-2, their final sets of 

knownPF  will look very similar in these plots. Thus, the knownPF  
obtained by SMPSO is plotted as the representation of 
NSGA-II, SPEA2, AbYSS and SMPSO. Also, the knownPF  
obtained by HEIA is plotted as the representation of HEIA and 
MOEA/D. The plots in Fig. 4 show that HEIA can closely 
approach the truePF  of UF1, while SMPSO only finds some 
disconnected parts that are not so near to truePF . For UF2, the
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TABLE VI 
FINAL RANK OF ALL THE ALGORITHMS ON THE ZDT, WFG, UF AND DTLZ PROBLEMS 

                          Algorithms
Problems NSGA-II SPEA2 AbYSS MOEAD SMPSO HEIA 

Rank Sum on ZDTs 21 23 19 25 8 9 
Rank Sum on WFGs 44 31 37 35 25 17 
Rank Sum on UFs 20 28 36 21 30 12 

Rank Sum on DTLZs 28 25 25 28 20 21 
Total Rank Sum on all the Problems 113 107 117 109 83 59 

Final Rank on all the Problems 5 3 6 4 2 1 

TABLE VII 
FINAL COMPARISONS OF ALL THE ALGORITHMS ON THE ZDT, WFG, UF AND DTLZ PROBLEMS 

                          Algorithms
Problems NSGA-II SPEA2 AbYSS MOEAD SMPSO 

ZDTs 0/5/0 0/5/0 0/3/2 1/4/0 3/0/2 
WFGs 0/9/0 1/7/1 2/5/2 0/8/1 3/5/1 
UFs 0/6/1 1/6/0 0/7/0 3/3/1 0/7/0 

DTLZs 2/4/1 3/4/0 3/3/1 2/3/2 2/4/1 
Total better/worse/similar 2/24/2 5/22/1 5/18/5 6/18/4 8/16/4 

Final result (HEIA vs other algorithms) better better better better better 

knownPF  of HEIA achieves a more even coverage of truePF  and 
is closer to truePF  than the approximation obtained by SMPSO. 

4) Comparisons on the DTLZ Test Problems 

In the above experiments, HEIA had a very promising per-
formance when solving all of the ZDT, WFG and UF test 
problems. However, these problems have only two objectives. 
In order to further assess the performance of HEIA on MOPs 
with more than two objectives, the DTLZ problems [32] were 
adopted. Table V shows the comparison of results when solving 
all the DTLZ test problems. As observed in Table V, HEIA 
provided the best results on DTLZ1 and DTLZ3. SPEA2 per-
formed best on DTLZ2 and DTLZ7. MOEA/D, AbYSS, and 
SMPSO achieved the best results on DTLZ4, DTLZ5, and 
DTLZ6, respectively. Moreover, the Wilcoxon’s rank sum test 
indicates that HEIA had a similar performance as MOEA/D on 
DTLZ1 and DTLZ3. However, the mean and std values of 
MOEA/D are larger than those of HEIA, which indicate that 
MOEA/D cannot consistently approach the truePF  of DTLZ1 
and DTLZ3. Also, HEIA obtained statistically similar results to 
NSGA-II on DTLZ2, to AbYSS on DTLZ7, and to SMPSO on 
DTLZ6. The “Final rank” row indicates that SMPSO and HEIA 
obtained the first rank and the second rank, respectively, while 
AbYSS and MOEA/D had a comparable performance with the 
3rd place in the ranking. SPEA2 and NSGA-II also performed 
similarly with 4th place in the ranking. Moreover, the last row 
in Table V also indicates that HEIA performed better than 
NSGA-II, SPEA2, and SMPSO as HEIA performed better in 4 
out of 7 DTLZ test problems. Also, HEIA outperformed 
MOEA/D as HEIA performed better, worse, and similarly on 3, 
2 and 2 out of 7 test problems, respectively. For AbYSS, HEIA 
had a comparable performance as they both performed better on 
3 DTLZ problems. 

In Fig. 5, some plots of the final sets on DTLZ3 are given as 
DTLZ3 has many local Pareto-optimal fronts and is difficult to 
solve. The plots of AbYSS, MOEA/D and SMPSO are not 
evidently different from those of HEIA. Therefore, the plot of 
HEIA is used as a representation of all of them. As observed 
from Fig. 5, both the final sets of HEIA and NSGA-II corre-

spond to good approximation sets, but the one of HEIA pro-
vides a more even coverage of truePF  and is closer to truePF . 
SPEA2 cannot approach truePF  and only finds the solutions 
near the boundaries of truePF . 

In Table VI, we collected the rank sums of HEIA, NSGA-II, 
SPEA2, AbYSS, MOEA/D and SMPSO on all the ZDT, WFG, 
UF and DTLZ test problems. When considering all of the test 
problems, the final rank indicates that HEIA performed better 
than NSGA-II, SPEA2, AbYSS, MOEA/D and SMPSO. 
Moreover, we also gathered the comparison results of HEIA 
with other algorithms in Table VII. The last second row illus-
trates the total comparison results of HEIA on all the test 
problems, and the last row provides the summary of the com-
parison performance of HEIA with respect to the other algo-
rithms. The final ranking shown in Table VII also confirms the 
advantages of HEIA as it performs better than the compared 
algorithms on most of the test problems adopted. Based on the 
above experimental results, it is reasonable to conclude that 
HEIA is able to tackle various kinds of test problems and its 
advantages are more evident when solving complicated test 
problems, such as those included in the WFG and UF test 
suites. 

E. Comparisons with Other MOIAs 

The above simulations have shown the advantages of HEIA 
when compared with other nature-inspired multiobjective 
algorithms. In this subsection, we further compare HEIA with 
three MOIAs (i.e., NICA [23], NNIA [24] and MIMO [25]), all 
of which were designed based on the clonal selection principle. 
As pointed out above, the use of a simple evolutionary operator 
in basic MOIAs is not so suitable for solving different types of 
MOPs due to its monotonic search patterns. This will cause 
some difficulties when handling complicated MOPs. Therefore, 
we provide a comparison of results with respect to NNIA, 
MIMO and HEIA on the ZDT problems and the UF test prob-
lems in Tables VIII and IX, respectively. 

For the ZDT problems in Table VIII, it is observed that all 
the IGD values are under an accuracy level of 10-3, which 
indicates that all of NNIA, MIMO and HEIA can closely ap-
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TABLE VIII 
COMPARISON OF RESULTS WITH RESPECT TO NNIA, MIMO AND HEIA  

ON THE ZDT TEST PROBLEMS 

Algorithms 
Problems NNIA MIMO HEIA 

ZDT1 
Mean 4.84E-03 3.98E-03 3.90E-03
Std 2.25E-04 8.47E-05 6.57E-05

Rank 3－ 2－ 1

ZDT2 
Mean 4.86E-03 4.06E-03 3.96E-03
Std 2.10E-04 7.21E-05 5.23E-05

Rank 3－ 2－ 1

ZDT3 
Mean 7.22E-03 5.98E-03 4.43E-03
Std 7.62E-03 6.54E-03 5.41E-05

Rank 3－ 2－ 1

ZDT4 
Mean 6.43E-03 6.44E-03 3.87E-03
Std 1.46E-03 1.94E-03 2.00E-04

Rank 2－ 3－ 1

ZDT6 
Mean 3.88E-03 3.16E-03 3.02E-03
Std 4.03E-04 1.35E-04 1.29E-04

Rank 3－ 2－ 1
Rank Sum 14 11 5
Final Rank 3 2 1

better/worse/similar 0/5/0 0/5/0 /
“+”, “－”, and ‘≈’ indicate the results obtained by the algorithm are signif-
icantly better than, worse than, and similar to the ones obtained by HEIA 
using Wilcoxon’s rank sum test with a significant level  =0.05.   

TABLE IX 
COMPARISON OF RESULTS WITH RESPECT TO NNIA, MIMO AND HEIA  

ON THE UF TEST PROBLEMS 

Algorithms
Problems NNIA MIMO HEIA 

UF1 
Mean 8.38E-02 9.70E-02 2.70E-03
Std 2.61E-02 4.48E-02 1.42E-04

Rank 2－ 3－ 1

UF2 
Mean 3.52E-02 3.47E-02 5.81E-03
Std 1.32E-02 1.55E-02 4.98E-04

Rank 3－ 2－ 1

UF3 
Mean 2.14E-01 2.07E-01 1.28E-02
Std 5.12E-02 5.66E-02 6.10E-03

Rank 3－ 2－ 1

UF4 
Mean 4.14E-02 4.08E-02 3.77E-02
Std 5.73E-04 7.15E-04 7.49E-04

Rank 3－ 2－ 1

UF5 
Mean 2.95E-01 2.94E-01 2.05E-01
Std 9.32E-02 9.47E-02 1.17E-01

Rank 3－ 2－ 1

UF6 
Mean 2.04E-01 2.34E-01 1.52E-01
Std 1.18E-01 1.45E-01 8.47E-02

Rank 2－ 3－ 1

UF7 
Mean 1.79E-01 1.61E-01 3.09E-03
Std 1.61E-01 1.90E-01 5.56E-04

Rank 3－ 2－ 1
Rank Sum 19 16 7
Final Rank 3 2 1

better/worse/similar 0/7/0 0/7/0 /
 “+”, “－”, and ‘≈’ indicate the results obtained by the algorithm are sig-
nificantly better than, worse than, and similar to the ones obtained by HEIA 
using Wilcoxon’s rank sum test with a significant level  =0.05.     

TABLE X 
COMPARISONS OF RESULTS WITH RESPECT TO NICA AND HEIA ON 

ZDT1-ZDT4 
               Problems

Algorithms ZDT1 ZDT2 ZDT3 ZDT4

NICA(GD) 
Mean 1.29e-4 1.25e-4 5.89e-4 1.05e-4
Std 2.14e-6 6.35e-5 1.14e-5 5.89e-4

HEIA(GD) 
Mean 9.66e-5 9.30e-5 1.12e-4 9.08e-5
Std 1.02e-5 7.93e-6 4.66e-6 5.41e-6

NICA(Diversity)
Mean 0.2595 0.2352 0.3525 0.2776
Std 0.0001 0.0013 0.0000 0.0000

HEIA(Diversity)
Mean 0.0934 0.0879 0.4178 0.0791
Std 0.0098 0.0089 0.0057 0.0089

proach truePF . The Wilcoxon’s rank sum test shows that HEIA 
is significantly better than MIMO and NNIA on all the ZDT 
problems. Furthermore, when solving the UF test problems, it 
is found that HEIA performs better than NNIA and MIMO on 
all of them as indicated by the results in Table IX. The Wil-
coxon’s rank sum test indicates that the IGD results of HEIA 
are all significantly better than those obtained by NNIA and 
MIMO. These experimental results validate that the simple 
evolutionary operator in NNIA and MIMO only performs well 
in solving simple test problems (i.e., the ZDT problems), but is 
unable to reach the truePF  of complicated MOPs (i.e., the UF 
test problems). However, HEIA can consistently achieve 
promising results on both of the ZDT and the UF test problems, 
which validates the effectiveness of our proposed hybrid 
framework for MOIAs. Moreover, referring to Tables II, IV, 
VIII and IX, one interesting phenomenon is observed: early 
reported MOIAs generally outperform classical MOEAs on 
most of the simple ZDT problems (i.e., NNIA performs better 
than NSGA-II, and MIMO performs better than NSGA-II and 
SPEA2). This is mainly due to the clonal selection principle 
adopted in NNIA and MIMO, which helps to accelerate the 
convergence rate on the simple ZDT problems. However, when 
tackling the complicated UF problems, it is found that NNIA 
and MIMO are outperformed by NSGA-II and SPEA2 as the 
evolutionary search based on simulated binary crossover and 
polynomial-based mutation is ineffective for searching the 
complicated PS of the UF problems and the cloning of a small 
proportion of the population will lower the population diversity 
of NNIA and MIMO. Different from NNIA and MIMO, a 
hybrid evolutionary framework, where different subpopula-
tions undergo different evolutionary strategies separately, is 
adopted in HEIA, which makes it capable of solving both of the 
ZDT and the UF test problems. 

Furthermore, a comparison of results between NICA and 
HEIA on ZDT1-ZDT4 is provided in Table X. These results 
were obtained by performing 50000 function evaluations. Two 

additional performance measures, i.e., generational distance 
(GD) and spacing [2], were adopted to assess convergence and 
diversity, respectively. It is noted that 500 uniformly distrib-
uted points of truePF  are used to obtain the GD values. Re-
garding the GD values, it is obvious that HEIA always found 
solution sets with better convergence than NICA. When con-
sidering the diversity metric, HEIA was better than NICA on 
ZDT1, ZDT2 and ZDT4. Only for ZDT3, which has a discon-
nected truePF , HEIA performed worse. However, as observed 
from Fig. 2(c), the population diversity of HEIA on ZDT3 is 
quite uniform. Therefore, we claim that HEIA is better than 
NICA in terms of both convergence and diversity when con-
sidering all the ZDT problems in Table X. 

F. Advantages of the Hybrid Evolutionary Strategies 

In this study, two evolutionary strategies were adopted to 
form HEIA as an implementation example of our proposed 
hybrid framework. In order to study the advantages of such a 
framework and to show how the two evolutionary strategies  
cooperate with each other, we also provide experimental results 
of HEIA using only one evolutionary strategy at a time, i.e., 
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TABLE XI 
COMPARISON OF RESULTS WITH RESPECT TO HEIA-1, HEIA-2 AND HEIA ON 

THE ZDT TEST PROBLEMS 

Algorithms 
Problems HEIA-I HEIA-II HEIA 

ZDT1 
Mean 3.99E-03 1.29E-02 3.90E-03
Std 1.15E-04 4.79E-03 6.57E-05

Rank 2－ 3－ 1

ZDT2 
Mean 4.05E-03 8.02E-03 3.96E-03
Std 8.77E-05 2.96E-03 5.23E-05

Rank 2－ 3－ 1

ZDT3 
Mean 6.24E-03 8.77E-03 4.43E-03
Std 7.13E-03 2.77E-03 5.41E-05

Rank 2－ 3－ 1

ZDT4 
Mean 6.57E-03 7.40E+00 3.87E-03
Std 2.03E-03 1.33E+01 2.00E-04

Rank 2－ 3－ 1

ZDT6 
Mean 3.10E-03 3.39E-03 3.02E-03
Std 1.27E-04 2.63E-04 1.29E-04

Rank 2 ≈ 3－ 1
Rank Sum 10 15 5
Final Rank 2 3 1

better/worse/similar 0/4/1 0/5/0 /
“+”, “－”, and ‘≈’ indicate the results obtained by the algorithm are signif-
icantly better than, worse than, and similar to the ones obtained by HEIA 
using Wilcoxon’s rank sum test with a significant level  =0.05.     

TABLE XII 
COMPARISON OF RESULTS WITH RESPECT TO HEIA-I, HEIA-II AND HEIA ON 

THE UF TEST PROBLEMS 

Algorithms
Problems HEIA-I HEIA-II HEIA 

UF1 
Mean 8.31E-02 4.15E-02 2.70E-03
Std 2.81E-02 1.50E-02 1.42E-04

Rank 3－ 2－ 1

UF2 
Mean 3.44E-02 1.74E-02 5.81E-03
Std 1.17E-02 5.82E-03 4.98E-04

Rank 3－ 2－ 1

UF3 
Mean 2.15E-01 8.41E-03 1.28E-02
Std 4.99E-02 5.34E-03 6.10E-03

Rank 3－ 1 + 2

UF4 
Mean 4.12E-02 6.13E-02 3.77E-02
Std 4.47E-04 5.41E-03 7.49E-04

Rank 2－ 3－ 1

UF5 
Mean 2.79E-01 6.27E-01 2.05E-01
Std 7.64E-02 1.39E-01 1.17E-01

Rank 2－ 3－ 1

UF6 
Mean 2.31E-01 3.21E-01 1.52E-01
Std 1.45E-01 8.29E-02 8.47E-02

Rank 2－ 3－ 1

UF7 
Mean 1.44E-01 2.78E-02 3.09E-03
Std 1.56E-01 1.01E-02 5.56E-04

Rank 3－ 2－ 1
Rank Sum 18 16 8
Final Rank 3 2 1

better/worse/similar 0/7/0 1/6/0 /
“+”, “－”, and ‘≈’ indicate the results obtained by the algorithm are sig-
nificantly better than, worse than, and similar to the ones obtained by 
HEIA using Wilcoxon’s rank sum test with a significant level  =0.05.

HEIA-I utilizes the first evolutionary strategy (SBX and pol-
ynomial-based mutation) and HEIA-II adopts the second one 
(DE crossover and polynomial-based mutation). In Tables XI 
and XII, a comparison of results among HEIA-I, HEIA-II and 
HEIA on the ZDT and the UF test problems is provided. It can 
be seen from Table XI that HEIA-I is better than HEIA-II in 
solving all the ZDT problems. Particularly, on the ZDT4 
problem, HEIA-I can obtain a uniform approximation set close 
to truePF ; however, HEIA-II is unable to reach truePF  as its 
IGD value on ZDT4 is larger than 7 (the ideal IGD value is 
zero). These experiments indicate that the first evolutionary 
strategy is more capable for tackling the ZDT problems. 
Moreover, the cooperation of the two evolutionary strategies 
consistently performs better on all the ZDT problems, which 
validates our hypothesis that each evolutionary strategy can 
enhance the search capabilities of the other one. In Table XII, 
HEIA performed best on 6 out of 7 of the UF test problems. 
Only for UF3, HEIA performed worse than HEIA-II. For the 
rest of the UF test problems, it is shown that the cooperation of 
the two evolutionary strategies in HEIA can significantly 
enhance the performance of HEIA-I and HEIA-II. For example, 
for the UF1, UF2 and UF7 test problems, HEIA obtained a 
significantly better performance and its corresponding IGD 
values were all under an accuracy level of 10-3, which indicates 
that HEIA was able to find good approximation sets for these 
problems. This further confirms the effectiveness of our hybrid 
framework and that the cooperation of the hybrid evolutionary 
strategies is beneficial for enhancing their search capabilities. 

G. Analysis of the Parameters Settings 

The parameters settings adopted in HEIA are listed in Table I. 
In order to study their effect on the performance of HEIA, we 
conducted an experimental study of one-at-a-time sensitivity 
analysis. As the parameters settings in the SBX and the poly-
nomial-based mutation operators have been substantially in-
vestigated in [28], their analysis is not repeated here. The effect 
of parameter N (population size) is quite evident: under the 

same number of generations, a larger value of N will produce a 
better performance. The neighbor size T is chosen depending 
on the value of N and the number of the objectives. For the rest 
of the parameters, such as NA, , CR and F, they are respec-
tively studied in the following subsections to investigate their 
influence on HEIA. Five representative values for NA (i.e., 20, 
40, 60, 80 and 100),  (i.e., 0.1, 0.3, 0.5, 0.7 and 0.9), CR (i.e., 
0.2, 0.4, 0.6, 0.8 and 1.0) and F (i.e., 0.1, 0.3, 0.5, 0.7 and 0.9) 
were adopted to solve three test problems with different types 
of difficulties, i.e., ZDT1, WFG1 and UF1. Thus, there is a total 
of 625 combinations of NA,  , CR and F values for each test 
problem and other parameters settings were the same as those 
listed in Table I except that the population sizes are all set to 
100 for ZDT1, WFG1 and UF1. All the simulations have been 
repeated 100 times for each combination and their corre-
sponding mean IGD results are illustrated using box plots [62], 
in which the central red line indicates the median value, the 
edges of the box are the 25th and 75th percentiles, and the red 
symbol “+” denotes outliers. Finally, the Kolmogo-
rov-Smirnov test with a 5% significance level was further 
used to detect the statistical differences between two samples in 
each plot. It is noted that a black star * above the box indicates 
that the corresponding sample has statistical differences with 
other samples. 

1) NA: The number of selected antibodies for cloning  

When performing the cloning operator in (6), only NA an-
tibodies with high affinities are selected from the external 
archive. Fig. 6 shows the distribution of IGD results on ZDT1, 
WFG1 and UF1, which were obtained by HEIA with different 
NA values from 625 combinations. For the ZDT1 problem, it is 
observed that the IGD results are significantly increased with 
respect to the NA values, so that a smaller value of NA is better 
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(a)                                                                               (b)                                                                               (c)  
 

Fig. 6 Box plots of the IGD results obtained by HEIA with different NA values on (a) ZDT1, (b) WFG1 and (c) UF1 
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Fig. 7 Box plots of the IGD results obtained by HEIA with different  values on (a) ZDT1, (b) WFG1 and (c) UF1 
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for ZDT1. This is mainly because more cones can be assigned 
to a small proportion of high-affinity antibodies under a fixed 
population size, which helps to accelerate the convergence 
speed. When solving more difficult problems such as WFG1 
and UF1, most of the IGD results are statistically similar, so 
that the impact of NA is less significant on the WFG1 and UF1 
problems. Therefore, if we consider all the test problems, a 
small value of NA (e.g., between 20 and 40) is suggested. 

2) : A control parameter for selecting the parent individu-
als in the DE operator 

As introduced in Section III.B, two parents are selected from 
population P in order to perform DE crossover. P can be spec-
ified as A (the selected antibody set for cloning) or the neigh-
bors of x , which is controlled by the probability parameter  . 
When P is set as A, DE crossover can perform global search as 
the antibodies in A are the least-crowded ones, which cover 
most of the currently-found approximated front. Otherwise, P 
is assigned by the neighbors of x , which can search in the local 
area around x .  

Fig. 7 presents the box plots of the IGD results obtained by 
HEIA with different   values on ZDT1, WFG1 and UF1. The 
Kolmogorov-Smirnov test shows that all the IGD results 
plotted in Figs. 7(a)-(c) do not have a significant difference in 
solving ZDT1, WFG1 and UF1. These experimental results 
indicate that the performance of HEIA is not so sensitive to   
on ZDT1, WFG1 and UF1.  

3) CR and F: two control parameters in the DE operator 

The crossover rate CR and the scaling factor F are two im-
portant control parameters when generating new antibodies in 
(18), where CR controls how many variables are inherited from 
the mutant vectors and F adjusts the mutation scale.  

The box plots of the IGD results obtained by HEIA with 
different values of CR and F are illustrated in Figs. 8-9. From 
Figs. 8(a)-(c) we can observe that a smaller value of CR can 
give significantly better performance for solving ZDT1, while a 
larger value of CR performs significantly better on WFG1 and 
UF1. This is reasonable as ZDT1 is a simple test problem, in 
which a smaller CR value can make offspring to inherit more 
information from the parents, thus speeding up convergence. 
However, the use of more inheritance from the parents will 
lower population’s diversity, which makes HEIA unsuitable for 
difficult problems such as WFG1 and UF1. Thus, the perfor-
mance of HEIA is sensitive to the selection of CR when tack-
ling different kinds of MOPs. On the other hand, the IGD 
results shown in Figs. 9(a)-(c) indicate that a larger value of F is 
preferred for ZDT1 and WFG1, while a smaller value of F is 
more suitable for UF1. This is also supported by the Kolmo-
gorov-Smirnov test, which indicates that HEIA performs 
significantly worse on ZDT1 and WFG1, but significantly 
better on UF1 when the F value is set to 0.1. Therefore, the 
performance of HEIA is also sensitive to the F values when 
solving various kinds of MOPs. That is to say, no fixed pa-
rameter settings of F and CR are guaranteed to always perform 
well. To have a good overall performance, intermediate values 


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(a)                                                                               (b)                                                                                (c)  

 
Fig. 8 Box plots of the IGD results obtained by HEIA with different CR values on (a) ZDT1, (b) WFG1 and (c) UF1 
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Fig. 9 Box plots of the IGD results obtained by HEIA with different F values on (a) ZDT1, (b) WFG1 and (c) UF1 
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                           (a)                                            (b)                                             (c)                                            (d)                                                (e) 

Fig. 10 Mean computational times (s) obtained by NSGA-II, SPEA2 and HEIA on (a) ZDT1, (b) ZDT2, (c) ZDT3, (d) ZDT4, and (e) ZDT6 
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of CR and F are suggested when considering all the test prob-
lems adopted in this paper.  

H. Time Complexity Analysis 

In this subsection, the time complexity analysis and the 
practical implementation efficiency of HEIA are investigated. 
The aim is to show that the hybrid framework proposed in this 
paper will not have a significant negative effect on execution 
efficiency. Based on the pseudo-code of HEIA (Algorithm 3), 
the time complexity of HEIA is mainly determined by the 
evolutionary loop in lines 2-18. When calculating the time 
complexity, the impact of the decision variables and the objec-
tives are ignored as they are much smaller than the population 
size N. In lines 3-4, the time complexity is O(N logN+NA) for 
the sorting procedure and for picking out NA high-affinity 
antibodies; in lines  5-14, the selected high-affinity antibodies 
are cloned and randomly divided into two subpopulations, 

which take the time complexity O(N); in lines 15-16, two 
evolutionary strategies are respectively performed on the two 
subpopulations and the corresponding time complexity is 
O(2N); at last, the fine-grained selection mechanism is operated 
with time complexity O(N2). Therefore, the total time com-
plexity of HEIA is O(N2+N logN+NA +3N) ~ O(N2). Note that 
the time complexity of NSGA-II [2], SPEA2 [3], NNIA [24], 
NICA [23] and MIMO [25] are respectively O(N2), O(N3), 
O(N2), O(N2) and O(N2). Therefore, HEIA has a time com-
plexity which is comparable with that of two state-of-the-art 
MOEAs (NSGA-II and SPEA2) and three MOIAs (NNIA, 
NICA and MIMO). 

We further investigated the practical implementation effi-
ciency of HEIA with NSGA-II and SPEA2 as they all use 
Pareto-dominance-based comparisons and diversity mainte-
nance strategies on the combined population formed by the 
offspring and the elitist archive. Fig. 10 shows the box plots of 
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the computational times obtained by NSGA-II, SPEA2, and 
HEIA on all the ZDT problems with 25000 function evalua-
tions. All the algorithms were implemented on the Java envi-
ronment [61] and were run 100 times on the same computer 
with dual-core 3.2 GHz CPU, 2Gbytes of RAM and Windows 7 
operation system. The parameters settings were those listed in 
Table I. It is noted that the Kolmogorov-Smirnov test with a    
5% significance level was also used to detect the statistical 
differences between two samples in each plot and the sample 
owning the statistical differences with other samples was iden-
tified by a black star * above the box. 

From Fig. 10, we can observe that HEIA performed faster 
than NSGA-II on ZDT2, ZDT3 and ZDT4 with statistical 
differences. This is mainly because NSGA-II needs to find 
multiple ranks of nondominated solutions while HEIA only 
finds out the first rank of nondominated solutions using a 
fine-grained selection mechanism. Besides that, they all use the 
crowding-distance metric [2] to maintain the population diver-
sity. SPEA2 has a slower running speed than that of HEIA and 
NSGA-II, as it has to calculate the distance of the nearest 
neighbor to keep the population diversity. It is very 
time-consuming to find the nearest neighbor for each solution 
using Euclidean distances. For all the ZDT problems, HEIA 
only needs less than 0.6s to execute 25000 function evaluations. 
These experiments indicate that HEIA has a promising running 
speed. Moreover, as HEIA enables different subpopulations to 
evolve separately, it can be implemented in a distributed par-
allel computing architecture. Therefore, the running speed of 
HEIA can be enhanced greatly, which makes it more useful for 
practical applications. 

V. CONCLUSIONS 

In this paper, a hybrid evolutionary framework for MOIAs 
(HEIA) is introduced. In the proposed framework, multiple 
evolutionary strategies are applied after cloning. The coopera-
tion of multiple evolutionary strategies is able to enhance the 
capabilities and the robustness of the proposed approach, 
allowing it to handle different types of MOPs. An implemen-
tation example of this hybrid framework is provided using two 
different evolutionary strategies, which adopt either SBX or DE 
crossover followed by polynomial-based mutation, respectively. 
Simulation results showed that HEIA is capable of successfully 
handling different types of MOPs, i.e., the ZDT, WFG, UF and 
DTLZ test problems. When compared with three MOIAs (i.e., 
NICA, NNIA, and MIMO) and other nature-inspired multi-
objective algorithms (i.e., NSGA-II, SPEA2, AbYSS, 
MOEA/D, and SMPSO), HEIA was found to present ad-
vantages in terms of finding a solution set with better conver-
gence and diversity to approach truePF . Moreover, the effec-
tiveness of our hybrid framework has justified that two differ-
ent search strategies (SBX and DE in our case) can complement 
each other, thus performing better than the isolated use of any 
of them. The reason for this behavior may be that the search 
patterns of SBX and DE are indeed complementary, which 
would allow their search outputs to be successfully shared 
through the use of cloning. Finally, the influence that its pa-
rameters have on the performance of our proposed HEIA was 

also studied (experimentally) in the paper. 
Although promising results were obtained using HEIA, there 

are still several issues worth studying for further improvements. 
Our future research work will continue on the following direc-
tions: 1) study the possibility to integrate other evolutionary 
operators into our hybrid framework, such as simplex crossover, 
parent centric crossover, Gaussian mutation and Cauchy muta-
tion; 2) design an adaptive approach to dynamically assign 
different computational resources to different subpopulations, 
based on their historical performance; 3) extend HEIA to solve 
MOPs with more than 3 objectives [63]-[64] or in a noisy 
environments [65], and apply it to real-world applications [66]. 

REFERENCES 

[1] K. Deb, Multi-Objective Optimization Using Evolutionary Algorithms, 
John Wiley & Sons, Inc., New York, USA, 2001. 

[2] K. Deb, A. Pratap, S. Agarwal, and T. Meyarivan, “A fast and elitist 
multiobjective genetic algorithm: NSGA-II,” IEEE Trans. Evol. Comput., 
vol. 6, no. 2, pp. 182–197, 2002. 

[3] E. Zitzler, M. Laumanns, and L. Thiele, “SPEA2: improving the strength 
Pareto evolutionary algorithm,” Computer Engineering and Networks 
Laboratory, Swiss Federal Institute of Technology (ETH), Zurich, Swit-
zerland, Technical report 103, 2001. 

[4] Q.F. Zhang and H. Li, “MOEA/D: A multiobjective evolutionary algo-
rithm based on decomposition,” IEEE Trans. Evol. Comput., vol. 11 , no. 
6, pp. 712–731, 2007. 

[5] M. Drozdik, Y. Akimoto, H. Aguirre, and K. Tanaka, “Computational 
Cost Reduction of Nondominated Sorting Using the M-Front,” IEEE 
Trans. Evol. Comput., vol. 19, no. 5, pp. 659–678, 2015. 

[6] X.Y. Zhang, Y. Tian, R. Cheng, and Y.C. Jin, “An Efficient Approach to 
Nondominated Sorting for Evolutionary Multiobjective Optimization 
Evolutionary Computation,” IEEE Trans. Evol. Comput., vol. 19, no. 2, 
pp. 201–213, 2015. 

[7] K.C. Tan, C.K. Goh, A.A. Mamun, and E.Z. Ei, “An evolutionary 
artificial immune system for multi-objective optimization,” Eur. J. Oper. 
Res., vol. 187, no. 2, pp. 371–392, 2008. 

[8] K.C. Tan, S.C. Chiam, A.A. Mamun, and C.K. Goh, “Balancing explo-
ration and exploitation with adaptive variation for evolutionary mul-
ti-objective optimization,” Eur. J. Oper. Res., vol. 197, no. 2, pp. 701–713, 
2009. 

[9] S.F. Adra, T.J. Dodd, I.A. Griffin, and P.J. Fleming, “Convergence 
acceleration operator for multiobjective optimization,” IEEE Trans. Evol. 
Comput., vol. 13, no. 4, pp. 825–847, 2009. 

[10] Z.W. Yu, H.S. Wong, D.W. Wang, and M. Wei, “Neighborhood 
knowledge-based evolutionary algorithm for multiobjective optimization 
problems,” IEEE Trans. Evol. Comput., vol. 15, no. 6, pp. 812–831, 2011. 

[11] H. Ishibuchi, N. Tsukamoto, and Y. Nojima, “Diversity improvement by 
non-Geometric binary crossover in evolutionary multiobjective optimi-
zation,” IEEE Trans. Evol. Comput., vol. 14, no. 6, pp. 985–998, 2010. 

[12] Z.H. Zhan, J.J. Li, J.N. Cao, J. Zhang, H.S.H. Chung, and Y.H. Shi, 
“Multiple populations for multiple objective a coevolutionary technique 
for solving multiobjective optimization problems,” IEEE Trans. Cyber-
netics, vol. 43, no. 2, pp. 445–463, 2013. 

[13] K. Li, A. Fialho, S. Kwong, and Q.F. Zhang, “Adaptive operator selection 
with bandits for a multiobjective evolutionary algorithm based on de-
composition,” IEEE Trans. Evol. Comput., vol. 18, no. 2, pp. 114–140, 
2014. 

[14] S.B. Gee, K.C. Tan, V.A. Shim, and N.R. Pal, “Online Diversity As-
sessment in Evolutionary Multiobjective Optimization: A Geometrical 
Perspective,” IEEE Trans. Evol. Comput., vol. 19, no. 4, pp. 542–559, 
2015. 

[15] L. Bezerra, M. Lopez-Ibanez, and T. Stuetzle, “Automatic Compo-
nent-Wise Design of Multi-Objective Evolutionary Algorithms,” IEEE 
Trans. Evol. Comput., DOI: 10.1109/TEVC.2015.2474158, 2015. 

[16] J. Branke, S. Greco, R. Slowinski, and P. Zielniewicz, “Learning Value 
Functions in Interactive Evolutionary Multiobjective Optimization,” 
IEEE Trans. Evol. Comput., vol. 19, no. 1, pp. 88–102, 2015. 



 
 

18

[17] N. Chen, W. Chen, Y. Gong, Z.-H. Zhan, J. Zhang, Y. Li, and Y. S. Tan, 
“An evolutionary algorithm with double-level archives for multiobjective 
optimization,” IEEE Trans. Cybern., vol. 45, no. 9, pp. 1851–1863, 2015. 

[18] K.C. Tan, Y.J. Yang, and C.K. Goh, “A distributed cooperative coevolu-
tionary algorithm for multiobjective optimization,” IEEE Trans. Evol. 
Comput., vol. 10, no. 5, pp. 527–549, 2006. 

[19] C.K. Goh and K.C. Tan, “A competitive-cooperative coevolutionary 
paradigm for dynamic multiobjective optimization,” IEEE Trans. Evol. 
Comput., vol. 13, no. 1, pp. 103–127, 2009.  

[20] A.J. Nebro, F. Luna, E. Alba, B. Dorronsoro, J.J. Durillo, and A. Beham, 
“AbYSS: Adapting scatter search to multiobjective optimization,” IEEE 
Trans. Evol. Comput., vol. 12, no. 4, pp. 439–457, 2008. 

[21] W. Hu and G.G. Yen, “Adaptive Multiobjective Particle Swarm Opti-
mization Based on Parallel Cell Coordinate System,” IEEE Trans. Evol. 
Comput., vol. 19, no. 1, pp. 1–18, 2015. 

[22] K.-B. Lee and J.-H. Kim, “Multiobjective Particle Swarm Optimization 
With Preference-Based Sort and Its Application to Path Following Foot-
step Optimization for Humanoid Robots,” IEEE Trans. Evol. Comput., 
vol. 17, no. 6, pp. 755–766, 2013. 

[23] R.H. Shang, L.C. Jiao, F. Liu, and W.P. Ma, “A novel immune clonal 
algorithm for MO problems,” IEEE Trans. Evol. Comput., vol. 16, no. 1, 
pp. 35–50, 2012. 

[24] M.G. Gong, L.C. Jiao, H.F. Du, and L.F. Bo, “Multi-objective immune 
algorithm with nondominated neighbor-based selection,” Evol. Comput., 
vol. 16, no. 2, pp. 225–255, 2008. 

[25] Q.Z. Lin and J.Y. Chen, “A novel micro-population immune multiobjec-
tive optimization algorithm,” Comput. Oper. Res., vol. 40, no. 6, pp. 
1590–1601, 2013. 

[26] Q.F. Zhang, A.M. Zhou, S.Z. Zhao, P.N. Suganthan, W.D. Liu, and S. 
Tiwari, “Multiobjective optimization test instances for the CEC 2009 
special session and competition,” The School of Computer Science and 
Electronic Engineering, University of Essex, Technical Report CES-487, 
2009. 

[27] P.A.N. Bosman and D. Thierens, “The balance between proximity and 
diversity in multiobjective evolutionary algorithms,” IEEE Trans. Evol. 
Comput., vol. 7, no. 2, pp. 174–188, 2003. 

[28] K. Deb and H.G. Beyer, “Self-adaptive genetic algorithms with simulated 
binary crossover,” Evol. Comput., vol. 9, no.2, pp. 197–221, 2001. 

[29] H. Li and Q.F. Zhang, “Multiobjective optimization problems with 
complicated Pareto sets, MOEA/D and NSGA-II,” IEEE Trans. Evol. 
Comput., vol. 13, no. 2, pp. 284–302, 2009. 

[30] E. Zitzler, K. Deb, and L. Thiele, “Comparison of multiobjective evolu-
tionary algorithms: empirical results,” Evol. Comput., vol. 8, no. 2, pp. 
173–195, 2000. 

[31] S. Huband, L. Barone, R. while, and P. Hingston, “A scalable mul-
ti-objective test problem tookit,” in Proc. 3rd Conf. Evol .Multi-Criterion 
Optimiz., Lecture Notes in Computer Science, vol. 3410, 2005, pp. 
280–295. 

[32] K. Deb, L. Thiele, M. Laumanns, and E. Zitzler, “Scalable test problems 
for evolutionary multi-objective optimization,” in evolutionary multi-
objective optimization, advanced information and knowledge processing 
series. Berlin Springer, 2005, pp. 105–145. 

[33] A.J. Nebro, J.J. Durillo, J. Garcia-Nieto, C.A. Coello Coello, F. Luna, and 
E. Alba, “SMPSO: A new PSO-based metaheuristic for multi-objective 
optimization,” in Proc. IEEE Symposium on Computational Intelligence 
in Multi-Criteria Decision-Making, 2009, pp. 66–73. 

[34] L.N. De Castro and J. Timmis, Artificial Immune Systems: A New Com-
putational Intelligence Approach. London, U. K.: Springer, 2002. 

[35] L.N. De Castro and F.J. Von Zuben, “Learning and optimization using the 
clonal selection,” IEEE Trans. Evol. Comput., vol. 6, no. 3, pp. 239–251, 
2002. 

[36] J. Yoo and P. Hajela, “Immune network simulations in multicriterion 
design,” Struct. Optim., vol. 18, no. 2-3, pp. 85–94, 1999. 

[37] C.A. Coello Coello and C.N. Cruz, “An approach to solve multiobjective 
optimization problems based on an artificial immune system,” in Proc. 
1st Conf. on Artif. Immune Syst., 2002, pp. 212–221.  

[38] C.N. Cruz and C.A. Coello Coello, “Multiobjective optimization using 
ideas from the clonal selection principle,” in Proc. 5th Annual Gene. and 
Evol. Comput. Conf., 2003, pp. 158–170. 

[39] C.N. Cruz and C.A. Coello Coello, “Using artificial immune systems to 
solve optimization problems,” In Proc. Workshop Program of Genetic 
and Evolutionary Computation Conference, 2003, pp. 312–315. 

[40] C.A. Coello Coello and C.N. Cruz, “Solving multiobjective optimization 
problems using an artificial immune system,” Genet. Program. Evol. 
Mach., vol. 6, no. 2, pp. 163–190, 2005. 

[41] L.C. Jiao, M.G. Gong, R.H. Shang, H.F. Du, and B. Lu, “Clonal selection 
with immune dominance and energy based multiobjective optimization,” 
in Proc. 3rd Conf. Evol .Multi-Criterion Optimiz., Lecture Notes in 
Computer Science, vol. 3410, 2005, pp. 474–489. 

[42] R.H. Shang, L.C. Jiao, M.G. Gong, and B. Lu, “Clonal selection algo-
rithm for dynamic multiobjective optimization,” in Proc. Conf. Comput. 
Intelligence and Security, 2005, pp. 846–851. 

[43] Z.H. Hu, “A multiobjective immune algorithm based on a multi-
ple-affinity model,” Eur. J. Oper. Res., vol. 202, no. 1, pp.60–72, 2010. 

[44] F. Freschi and M. Repetto, “Multi-objective optimization by a modified 
artificial immune system algorithm,” in Proc. 4th Conf. Artif. Immune 
Syst., vol. 3627, 2005, pp. 248–261. 

[45] F. Freschi and M. Repetto, “VIS: an artificial immune network for 
multi-objective optimization,” Eng. Optimiz., vol. 38, no. 8, pp. 975–996, 
2006. 

[46] L.N. De Castro and J. Timmis, “An artificial immune network for mul-
timodal function optimization,” in Proc. IEEE congr. Evol. Comput., vol. 
1, 2002, pp. 699–704. 

[47] J.Q. Gao and J. Wang, “WBMOAIS: a novel artificial immune system for 
multiobjective optimization,” Comput. Oper. Res., vol. 37, no. 1, pp. 
50–61, 2010. 

[48] V. Cutello, G. Narzisi, and G. Nicosia, “A class of pareto archived 
evolution strategy algorithms using immune inspired operators for ab in-
itio protein structure prediction,” in Lecture Notes in Computer Science, 
vol. 3449. Lausanne, Switzerland: Springer, 2005, pp. 54–63. 

[49] K.C. Tan, C.K. Goh, A.A. Mamun, and E.Z. Ei, “An evolutionary 
artificial immune system for multi-objective optimization,” Eur. J. Oper. 
Res., vol. 187, no. 2, pp. 371–392, 2008. 

[50] E.Y.C. Wong, H.S.C. Yeung, and H.Y.K. Lau, “Immunity-based hybrid 
evolutionary algorithm for multi-objective optimization in global con-
tainer repositioning,” Eng. Appl. Artif. Intell., vol. 22, no. 6, pp. 842–854, 
2009. 

[51] Z.H. Zhang, “Immune optimization algorithm for constrained nonlinear 
multiobjective optimization problems,” Appl. Soft. Comput., vol. 7, no. 3, 
pp. 840–857, 2007. 

[52] Z.H. Zhang, “Multiobjective optimization immune algorithm in dynamic 
environments and its application to greenhouse control,” Appl. Soft. 
Comput., vol. 8, no. 2, pp. 959–971, 2008. 

[53] J.Y. Chen, Q.Z. Lin, and Z. Ji, “A hybrid immune multiobjective opti-
mization algorithm,” Eur. J. Oper. Res., vol. 204, no. 2, pp. 294–302, 
2010. 

[54] Q.Z. Lin, Q.L. Zhu, P.Z. Huang, J.Y. Chen, Z. Ming, and J.P. Yu, “A 
novel hybrid multi-objective immune algorithm with adaptive differential 
evolution,” Comput. Oper. Res., vol. 65, pp. 95–111, 2015. 

[55] T. Jansen and C. Zarges, “Reevaluating Immune-Inspired Hypermuta-
tions Using the Fixed Budget Perspective,” IEEE Trans. Evol. Comput., 
vol. 18, no. 5, pp. 674–688, 2014. 

[56] Z.P. Liang, R.Z. Song, Q.Z. Lin, Z.H. Du, J.Y. Chen, Z. Ming, and J.P. 
Yu, “A double-module immune algorithm for multi-objective optimiza-
tion problems,” Appl. Soft Comput., vol. 35, pp. 161–174, 2015. 

[57] K. Sindhya, K. Miettinen, and K. Deb, “A hybrid framework for evolu-
tionary multi-objective optimization,” IEEE Trans. Evol. Comput., vol. 
17, no. 4, pp. 495–511, 2013. 

[58] L.X. Tang and X.P. Wang, “A hybrid multiobjective evolutionary 
algorithm for multiobjective optimization problems,” IEEE Trans. Evol. 
Comput., vol. 17, no. 1, pp. 20–46, 2013. 

[59] Q.F. Zhang, W.D. Liu, E. Tsang, and B. Virginas, “Expensive multi-
objective optimization by MOEA/D with gaussian process model,” IEEE 
Trans. Evol. Comput., vol. 14, no.3, pp. 456–474, 2010. 

[60] S. Das and P.N. Suganthan, “Differential evolution: A survey of the 
state-of-the-art,” IEEE Trans. Evol. Comput., vol. 15, no. 1, pp. 4–31, 
2011. 



 
 

19

[61] J.J. Durillo and A.J. Nebro, “jMetal: a Java framework for multi-objective 
optimization,” Adv. Eng. Softw., vol. 42, no. 10, pp. 760–771, 2011. 

[62] R. McGill, J.W. Tukey, and W.A. Larsen, “Variations of Box plots,” Am. 
Stat., vol. 32, no. 1, pp. 12–16, 1978. 

[63] S. Bandyopadhyay and A. Mukherjee, “An Algorithm for 
Many-Objective Optimization With Reduced Objective Computations: A 
Study in Differential Evolution,” IEEE Trans. Evol. Comput., vol. 19, no. 
3, pp. 400–413, 2015. 

[64] K. Deb and H. Jain, “An Evolutionary Many-Objective Optimization 
Algorithm Using Reference-Point-Based Nondominated Sorting Ap-
proach, Part I: Solving Problems With Box Constraints Evolutionary 
Computation,” IEEE Trans. Evol. Comput., vol. 18, no. 4, pp. 577–601, 
2014. 

[65] V.A. Shim, K.C. Tan, J.Y. Chia, and A.A.I. Mamun, “Multi-objective 
optimization with estimation of distribution algorithm in a noisy envi-
ronment,” Evol. Comput., vol. 21, no. 1, pp.149–177, 2013. 

[66] Z.-H. Zhan, X. F. Liu, Y. J. Gong, J. Zhang, H. S. H. Chung, and Y. Li, 
“Cloud computing resource scheduling and a survey of its evolutionary 
approaches,” ACM Comput. Surv., vol. 47, no. 4, pp. 1–33, 2015. 

 
Qiuzhen Lin received the B.S. degree from Zhaoqing Uni-
versity and the M.S. degree from Shenzhen University, China, 
in 2007 and 2010, respectively. He received the Ph.D. degree 
from Department of Electronic Engineering, City University 
of Hong Kong, Kowloon, Hong Kong, in 2014.  

He is currently a Lecturer in College of Computer Science 
and Software Engineering, Shenzhen University. He has 
published over 20 research papers since 2008. His current 

research interests include artificial immune system, multi-objective optimiza-
tion and dynamic system. 
 

Jianyong Chen is a professor in College of Computer 
Science and Software Engineering, Shenzhen University. 
He got his PhD from City University of Hong Kong, Hong 
Kong, China, in 2003. He is interested in Artificial Intelli-
gence and Information Security.  
 He worked for ZTE Corporation as senior engineer of 
network technology from 2003 to 2006. After that, he joined 
the Shenzhen University. He was vice-chairman of Interna-
tional Telecommunication Union-Telecommunication 

(ITU-T) SG17 from 2004 to 2012, and editor of three recommendations 
developed in ITU-T SG17. He has published more than 30 papers and got more 
than 30 patents in the field of Artificial Intelligence and Information Security. 
 

Zhi-Hui Zhan (M’13) received the Bachelor’s degree and 
the Ph. D degree in 2007 and 2013, respectively, from the 
Department of Computer Science of Sun Yat-Sen Univer-
sity, Guangzhou, China. 

He has published over 50 international journal and 
conference papers, including about 20 IEEE Transactions 
and Magazines papers. His current research interests 
include evolutionary computation, cloud computing, and 

evolutionary computation applications in real-world problems. 
 Dr. Zhan’s doctoral dissertation was awarded the China Computer Federa-
tion Outstanding Dissertation in 2013. Dr. Zhan received the Natural Science 
Foundation for Distinguished Young Scientists of Guangdong Province, China 
in 2014 and was awarded the Pearl River New Star in Science and Technology 
in 2015. Dr. Zhan is listed as one of the Most Cited Chinese Researchers in 
Computer Science. 
 

Wei-Neng Chen (S’07-M’12) received the Bachelor’s degree 
and the Ph.D. degree from the Department of Computer 
Science of Sun Yat-sen University, Guangzhou, China, in 
2006 and 2012, respectively.  
 His doctoral thesis recieved the IEEE Computational 
Intelligence Society (CIS) Outstanding Dissertation Award in 
2016 and the China Computer Federation (CCF) Outstanding 
Dissertation in 2012. He also received Natural Science 

Foundation for Distinguished Young Scientists of Guangdong Province, China, 
in 2015, the “Guangdong Sepcial Support Program” for Outstanding Young 
Scientists in 2015, and the Pearl River New Star in Science and Technology in 
2014. He has published 50 papers in international journals and conferences. His 
current research interests include swarm intelligence algorithms and their 
applications. 

 
Carlos A. Coello Coello received PhD degree in computer 
science from Tulane University, USA, in 1996. He is 
currently Professor (CINVESTAV-3F Researcher) at the 
Computer Science Department of CINVESTAV-IPN, in 
Mexico City, México. Dr. Coello has authored and 
co-authored over 450 technical papers and book chapters.       
He has also co-authored the book Evolutionary Algorithms 
for Solving Multi-Objective Problems (Second Edition, 
Springer, 2007). His publications currently report over 

29,000 citations in Google Scholar (his h-index is 67). Currently, he is associate 
editor of the IEEE Transactions on Evolutionary Computation and serves in the 
editorial board of 12 other international journals. His major research interests 
are: evolutionary multi-objective optimization and constraint-handling tech-
niques for evolutionary algorithms. He received the 2007 National Research 
Award from the Mexican Academy of Sciences in the area of Exact Sciences, 
the 2013 IEEE Kiyo Tomiyasu Award and the 2012 National Medal of Science 
and Arts in the area of Physical, Mathematical and Natural Sciences. He is a 
Fellow of the IEEE, and a member of the ACM, Sigma Xi, and the Mexican 
Academy of Science.  

 
Yilong Yin received his PhD in 2000 from Jilin University, 
China. From 2000 to 2002, he worked as a post-doctoral 
fellow in the Department of Electronics Science and Engi-
neering, Nanjing University, China. He is currently the 
Director of MLA Group and a Professor of the School of 
Computer Science and Technology, Shandong University, 
China. His research interests include machine learning, data 
mining, and computational medicine. 

 
Chih-Min Lin (Fellow’10) was born in Taiwan, in 1959. 
He received the B.S. and M.S. degrees from Department of 
Control Engineering and the Ph.D. degree from Institute of 
Electronics Engineering, National Chiao Tung University, 
Hsinchu, Taiwan, in 1981, 1983 and 1986, respectively. 
 He is currently a Chair Professor and the Dean of the 
College of Electrical and Communication Engineering, 
Yuan Ze University, Chung-Li, Taiwan. His current 
research interests include fuzzy neural network, cerebellar 

model articulation controller, intelligent control systems and signal processing. 
He has published 166 journal papers and 167 conference papers. 
 Dr. Lin was the recipient of an Honor Research Fellow at the University of 
Auckland, Auckland, New Zealand, from 1997 to 1998. He also serves as an 
Associate Editor of IEEE Transactions on Cybernetics, IEEE Transactions on 
Fuzzy Systems, International Journal of Fuzzy Systems and International 
Journal of Machine Learning and Cybernetics. He is also an IET fellow. 
 

Jun Zhang (M’02–SM’08) received the Ph.D. degree under 
Prof. Henry Chung’s supervision in Electrical Engineering 
from the City University of Hong Kong, Kowloon, Hong 
Kong, in 2002. Since 2004, he has been with Sun Yat-Sen 
University, Guangzhou, China, where he is a Changjiang 
Scholars Professor. He has authored seven research books 
and book chapters, and over 100 technical papers in his 
research areas. His current research interests include com-
putational intelligence, cloud computing, high performance 

computing, data mining, wireless sensor networks, operations research, and 
power electronic circuits 

Dr. Zhang was a recipient of the China National Funds for Distinguished 
Young Scientists from the National Natural Science Foundation of China in 
2011 and the First-Grade Award in Natural Science Research from the Ministry 
of Education, China, in 2009. He is currently an Associate Editor of the IEEE 
Transactions on Evolutionary Computation, the IEEE Transactions on Indus-
trial Electronics, and the IEEE Transactions on Cybernetics. He is the 
Founding and Current Chair of the IEEE Guangzhou Subsection and IEEE 
Beijing (Guangzhou) Section Computational Intelligence Society Chapters. He 
is the Founding and Current Chair of the ACM Guangzhou Chapter. 
 
 
 
 
 
 
 
 
 

 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.4
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /CMYK
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo true
  /PreserveFlatness true
  /PreserveHalftoneInfo false
  /PreserveOPIComments true
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 300
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.50000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 300
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.50000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1200
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile ()
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /ARA <FEFF06270633062A062E062F0645002006470630064700200627064406250639062F0627062F0627062A002006440625064606340627062100200648062B062706260642002000410064006F00620065002000500044004600200645062A064806270641064206290020064406440637062806270639062900200641064A00200627064406450637062706280639002006300627062A0020062F0631062C0627062A002006270644062C0648062F0629002006270644063906270644064A0629061B0020064A06450643064600200641062A062D00200648062B0627062606420020005000440046002006270644064506460634062306290020062806270633062A062E062F062706450020004100630072006F0062006100740020064800410064006F006200650020005200650061006400650072002006250635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E0635062F0627063100200035002E0030002006480627064406250635062F062706310627062A0020062706440623062D062F062B002E>
    /BGR <FEFF04180437043f043e043b043704320430043904420435002004420435043704380020043d0430044104420440043e0439043a0438002c00200437043000200434043000200441044a0437043404300432043004420435002000410064006f00620065002000500044004600200434043e043a0443043c0435043d04420438002c0020043c0430043a04410438043c0430043b043d043e0020043f044004380433043e04340435043d04380020043704300020043204380441043e043a043e043a0430044704350441044204320435043d0020043f04350447043004420020043704300020043f044004350434043f0435044704300442043d04300020043f043e04340433043e0442043e0432043a0430002e002000200421044a04370434043004340435043d043804420435002000500044004600200434043e043a0443043c0435043d044204380020043c043e0433043004420020043404300020044104350020043e0442043204300440044f0442002004410020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200441043b0435043404320430044904380020043204350440044104380438002e>
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e9ad88d2891cf76845370524d53705237300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc9ad854c18cea76845370524d5370523786557406300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /CZE <FEFF005400610074006f0020006e006100730074006100760065006e00ed00200070006f0075017e0069006a007400650020006b0020007600790074007600e101590065006e00ed00200064006f006b0075006d0065006e0074016f002000410064006f006200650020005000440046002c0020006b00740065007200e90020007300650020006e0065006a006c00e90070006500200068006f006400ed002000700072006f0020006b00760061006c00690074006e00ed0020007400690073006b00200061002000700072006500700072006500730073002e002000200056007900740076006f01590065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f007400650076015900ed007400200076002000700072006f006700720061006d0065006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076011b006a016100ed00630068002e>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000620065006400730074002000650067006e006500720020007300690067002000740069006c002000700072006500700072006500730073002d007500640073006b007200690076006e0069006e00670020006100660020006800f8006a0020006b00760061006c0069007400650074002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200076006f006e002000640065006e0065006e002000530069006500200068006f006300680077006500720074006900670065002000500072006500700072006500730073002d0044007200750063006b0065002000650072007a0065007500670065006e0020006d00f60063006800740065006e002e002000450072007300740065006c006c007400650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000410064006f00620065002000520065006100640065007200200035002e00300020006f0064006500720020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f00730020005000440046002000640065002000410064006f0062006500200061006400650063007500610064006f00730020007000610072006100200069006d0070007200650073006900f3006e0020007000720065002d0065006400690074006f007200690061006c00200064006500200061006c00740061002000630061006c0069006400610064002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /ETI <FEFF004b00610073007500740061006700650020006e0065006900640020007300e4007400740065006900640020006b00760061006c006900740065006500740073006500200074007200fc006b006900650065006c007300650020007000720069006e00740069006d0069007300650020006a0061006f006b007300200073006f00620069006c0069006b0065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740069006400650020006c006f006f006d006900730065006b0073002e00200020004c006f006f0064007500640020005000440046002d0064006f006b0075006d0065006e00740065002000730061006100740065002000610076006100640061002000700072006f006700720061006d006d006900640065006700610020004100630072006f0062006100740020006e0069006e0067002000410064006f00620065002000520065006100640065007200200035002e00300020006a00610020007500750065006d006100740065002000760065007200730069006f006f006e00690064006500670061002e000d000a>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f00620065002000500044004600200070006f0075007200200075006e00650020007100750061006c0069007400e90020006400270069006d007000720065007300730069006f006e00200070007200e9007000720065007300730065002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /GRE <FEFF03a703c103b703c303b903bc03bf03c003bf03b903ae03c303c403b5002003b103c503c403ad03c2002003c403b903c2002003c103c503b803bc03af03c303b503b903c2002003b303b903b1002003bd03b1002003b403b703bc03b903bf03c503c103b303ae03c303b503c403b5002003ad03b303b303c103b103c603b1002000410064006f006200650020005000440046002003c003bf03c5002003b503af03bd03b103b9002003ba03b103c42019002003b503be03bf03c703ae03bd002003ba03b103c403ac03bb03bb03b703bb03b1002003b303b903b1002003c003c103bf002d03b503ba03c403c503c003c903c403b903ba03ad03c2002003b503c103b303b103c303af03b503c2002003c503c803b703bb03ae03c2002003c003bf03b903cc03c403b703c403b103c2002e0020002003a403b10020005000440046002003ad03b303b303c103b103c603b1002003c003bf03c5002003ad03c703b503c403b5002003b403b703bc03b903bf03c503c103b303ae03c303b503b9002003bc03c003bf03c103bf03cd03bd002003bd03b1002003b103bd03bf03b903c703c403bf03cd03bd002003bc03b5002003c403bf0020004100630072006f006200610074002c002003c403bf002000410064006f00620065002000520065006100640065007200200035002e0030002003ba03b103b9002003bc03b503c403b103b303b503bd03ad03c303c403b503c103b503c2002003b503ba03b403cc03c303b503b903c2002e>
    /HEB <FEFF05D405E905EA05DE05E905D5002005D105D405D205D305E805D505EA002005D005DC05D4002005DB05D305D9002005DC05D905E605D505E8002005DE05E105DE05DB05D9002000410064006F006200650020005000440046002005D405DE05D505EA05D005DE05D905DD002005DC05D405D305E405E105EA002005E705D305DD002D05D305E405D505E1002005D005D905DB05D505EA05D905EA002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E05D005DE05D905DD002005DC002D005000440046002F0058002D0033002C002005E205D905D905E005D5002005D105DE05D305E805D905DA002005DC05DE05E905EA05DE05E9002005E905DC0020004100630072006F006200610074002E002005DE05E105DE05DB05D90020005000440046002005E905E005D505E605E805D5002005E005D905EA05E005D905DD002005DC05E405EA05D905D705D4002005D105D005DE05E605E205D505EA0020004100630072006F006200610074002005D5002D00410064006F00620065002000520065006100640065007200200035002E0030002005D505D205E805E105D005D505EA002005DE05EA05E705D305DE05D505EA002005D905D505EA05E8002E>
    /HRV (Za stvaranje Adobe PDF dokumenata najpogodnijih za visokokvalitetni ispis prije tiskanja koristite ove postavke.  Stvoreni PDF dokumenti mogu se otvoriti Acrobat i Adobe Reader 5.0 i kasnijim verzijama.)
    /HUN <FEFF004b0069007600e1006c00f30020006d0069006e0151007300e9006701710020006e0079006f006d00640061006900200065006c0151006b00e90073007a00ed007401510020006e0079006f006d00740061007400e100730068006f007a0020006c006500670069006e006b00e1006200620020006d0065006700660065006c0065006c0151002000410064006f00620065002000500044004600200064006f006b0075006d0065006e00740075006d006f006b0061007400200065007a0065006b006b0065006c0020006100200062006500e1006c006c00ed007400e10073006f006b006b0061006c0020006b00e90073007a00ed0074006800650074002e0020002000410020006c00e90074007200650068006f007a006f00740074002000500044004600200064006f006b0075006d0065006e00740075006d006f006b00200061007a0020004100630072006f006200610074002000e9007300200061007a002000410064006f00620065002000520065006100640065007200200035002e0030002c0020007600610067007900200061007a002000610074007400f3006c0020006b00e9007301510062006200690020007600650072007a006900f3006b006b0061006c0020006e00790069007400680061007400f3006b0020006d00650067002e>
    /ITA <FEFF005500740069006c0069007a007a006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e00740069002000410064006f00620065002000500044004600200070006900f900200061006400610074007400690020006100200075006e00610020007000720065007300740061006d0070006100200064006900200061006c007400610020007100750061006c0069007400e0002e0020004900200064006f00630075006d0065006e007400690020005000440046002000630072006500610074006900200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000410064006f00620065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /JPN <FEFF9ad854c18cea306a30d730ea30d730ec30b951fa529b7528002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a306b306f30d530a930f330c8306e57cb30818fbc307f304c5fc59808306730593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020ace0d488c9c80020c2dcd5d80020c778c1c4c5d00020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /LTH <FEFF004e006100750064006f006b0069007400650020016100690075006f007300200070006100720061006d006500740072007500730020006e006f0072011700640061006d00690020006b0075007200740069002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b00750072006900650020006c0061006200690061007500730069006100690020007000720069007400610069006b007900740069002000610075006b01610074006f00730020006b006f006b007900620117007300200070006100720065006e006700740069006e00690061006d00200073007000610075007300640069006e0069006d00750069002e0020002000530075006b0075007200740069002000500044004600200064006f006b0075006d0065006e007400610069002000670061006c006900200062016b007400690020006100740069006400610072006f006d00690020004100630072006f006200610074002000690072002000410064006f00620065002000520065006100640065007200200035002e0030002000610072002000760117006c00650073006e0117006d00690073002000760065007200730069006a006f006d00690073002e>
    /LVI <FEFF0049007a006d0061006e0074006f006a00690065007400200161006f00730020006900650073007400610074012b006a0075006d00750073002c0020006c0061006900200076006500690064006f00740075002000410064006f00620065002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006100730020006900720020012b00700061016100690020007000690065006d01130072006f00740069002000610075006700730074006100730020006b00760061006c0069007401010074006500730020007000690072006d007300690065007300700069006501610061006e006100730020006400720075006b00610069002e00200049007a0076006500690064006f006a006900650074002000500044004600200064006f006b0075006d0065006e007400750073002c0020006b006f002000760061007200200061007400760113007200740020006100720020004100630072006f00620061007400200075006e002000410064006f00620065002000520065006100640065007200200035002e0030002c0020006b0101002000610072012b00200074006f0020006a00610075006e0101006b0101006d002000760065007200730069006a0101006d002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken die zijn geoptimaliseerd voor prepress-afdrukken van hoge kwaliteit. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d00200065007200200062006500730074002000650067006e0065007400200066006f00720020006600f80072007400720079006b006b0073007500740073006b00720069006600740020006100760020006800f800790020006b00760061006c0069007400650074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006500720065002e>
    /POL <FEFF0055007300740061007700690065006e0069006100200064006f002000740077006f0072007a0065006e0069006100200064006f006b0075006d0065006e007400f300770020005000440046002000700072007a0065007a006e00610063007a006f006e00790063006800200064006f002000770079006400720075006b00f30077002000770020007700790073006f006b00690065006a0020006a0061006b006f015b00630069002e002000200044006f006b0075006d0065006e0074007900200050004400460020006d006f017c006e00610020006f007400770069006500720061010700200077002000700072006f006700720061006d006900650020004100630072006f00620061007400200069002000410064006f00620065002000520065006100640065007200200035002e0030002000690020006e006f00770073007a0079006d002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f0062006500200050004400460020006d00610069007300200061006400650071007500610064006f00730020007000610072006100200070007200e9002d0069006d0070007200650073007300f50065007300200064006500200061006c007400610020007100750061006c00690064006100640065002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /RUM <FEFF005500740069006c0069007a00610163006900200061006300650073007400650020007300650074010300720069002000700065006e007400720075002000610020006300720065006100200064006f00630075006d0065006e00740065002000410064006f006200650020005000440046002000610064006500630076006100740065002000700065006e0074007200750020007400690070010300720069007200650061002000700072006500700072006500730073002000640065002000630061006c006900740061007400650020007300750070006500720069006f006100720103002e002000200044006f00630075006d0065006e00740065006c00650020005000440046002000630072006500610074006500200070006f00740020006600690020006400650073006300680069007300650020006300750020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e00300020015f00690020007600650072007300690075006e0069006c006500200075006c0074006500720069006f006100720065002e>
    /RUS <FEFF04180441043f043e043b044c04370443043904420435002004340430043d043d044b04350020043d0430044104420440043e0439043a043800200434043b044f00200441043e043704340430043d0438044f00200434043e043a0443043c0435043d0442043e0432002000410064006f006200650020005000440046002c0020043c0430043a04410438043c0430043b044c043d043e0020043f043e04340445043e0434044f04490438044500200434043b044f00200432044b0441043e043a043e043a0430044704350441044204320435043d043d043e0433043e00200434043e043f0435044704300442043d043e0433043e00200432044b0432043e04340430002e002000200421043e043704340430043d043d044b04350020005000440046002d0434043e043a0443043c0435043d0442044b0020043c043e0436043d043e0020043e0442043a0440044b043204300442044c002004410020043f043e043c043e0449044c044e0020004100630072006f00620061007400200438002000410064006f00620065002000520065006100640065007200200035002e00300020043800200431043e043b043504350020043f043e04370434043d043804450020043204350440044104380439002e>
    /SKY <FEFF0054006900650074006f0020006e006100730074006100760065006e0069006100200070006f0075017e0069007400650020006e00610020007600790074007600e100720061006e0069006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b0074006f007200e90020007300610020006e0061006a006c0065007001610069006500200068006f0064006900610020006e00610020006b00760061006c00690074006e00fa00200074006c0061010d00200061002000700072006500700072006500730073002e00200056007900740076006f00720065006e00e900200064006f006b0075006d0065006e007400790020005000440046002000620075006400650020006d006f017e006e00e90020006f00740076006f00720069016500200076002000700072006f006700720061006d006f006300680020004100630072006f00620061007400200061002000410064006f00620065002000520065006100640065007200200035002e0030002000610020006e006f0076016100ed00630068002e>
    /SLV <FEFF005400650020006e006100730074006100760069007400760065002000750070006f0072006100620069007400650020007a00610020007500730074007600610072006a0061006e006a006500200064006f006b0075006d0065006e0074006f0076002000410064006f006200650020005000440046002c0020006b006900200073006f0020006e0061006a007000720069006d00650072006e0065006a016100690020007a00610020006b0061006b006f0076006f00730074006e006f0020007400690073006b0061006e006a00650020007300200070007200690070007200610076006f0020006e00610020007400690073006b002e00200020005500730074007600610072006a0065006e006500200064006f006b0075006d0065006e0074006500200050004400460020006a00650020006d006f0067006f010d00650020006f0064007000720065007400690020007a0020004100630072006f00620061007400200069006e002000410064006f00620065002000520065006100640065007200200035002e003000200069006e0020006e006f00760065006a01610069006d002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f00740020006c00e400680069006e006e00e4002000760061006100740069007600610061006e0020007000610069006e006100740075006b00730065006e002000760061006c006d0069007300740065006c00750074007900f6006800f6006e00200073006f00700069007600690061002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d002000e400720020006c00e4006d0070006c0069006700610020006600f60072002000700072006500700072006500730073002d007500740073006b00720069006600740020006d006500640020006800f600670020006b00760061006c0069007400650074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /TUR <FEFF005900fc006b00730065006b0020006b0061006c006900740065006c0069002000f6006e002000790061007a006401310072006d00610020006200610073006b013100730131006e006100200065006e0020006900790069002000750079006100620069006c006500630065006b002000410064006f006200650020005000440046002000620065006c00670065006c0065007200690020006f006c0075015f007400750072006d0061006b0020006900e70069006e00200062007500200061007900610072006c0061007201310020006b0075006c006c0061006e0131006e002e00200020004f006c0075015f0074007500720075006c0061006e0020005000440046002000620065006c00670065006c0065007200690020004100630072006f006200610074002000760065002000410064006f00620065002000520065006100640065007200200035002e003000200076006500200073006f006e0072006100730131006e00640061006b00690020007300fc007200fc006d006c00650072006c00650020006100e70131006c006100620069006c00690072002e>
    /UKR <FEFF04120438043a043e0440043804410442043e043204430439044204350020044604560020043f043004400430043c043504420440043800200434043b044f0020044104420432043e04400435043d043d044f00200434043e043a0443043c0435043d044204560432002000410064006f006200650020005000440046002c0020044f043a04560020043d04300439043a04400430044904350020043f045604340445043e0434044f0442044c00200434043b044f0020043204380441043e043a043e044f043a04560441043d043e0433043e0020043f0435044004350434043404400443043a043e0432043e0433043e0020043404400443043a0443002e00200020042104420432043e04400435043d045600200434043e043a0443043c0435043d0442043800200050004400460020043c043e0436043d04300020043204560434043a0440043804420438002004430020004100630072006f006200610074002004420430002000410064006f00620065002000520065006100640065007200200035002e0030002004300431043e0020043f04560437043d04560448043e04570020043204350440044104560457002e>
    /ENU (Use these settings to create Adobe PDF documents best suited for high-quality prepress printing.  Created PDF documents can be opened with Acrobat and Adobe Reader 5.0 and later.)
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /ConvertColors /ConvertToCMYK
      /DestinationProfileName ()
      /DestinationProfileSelector /DocumentCMYK
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements false
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles false
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /DocumentCMYK
      /PreserveEditing true
      /UntaggedCMYKHandling /LeaveUntagged
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [612.000 792.000]
>> setpagedevice


